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1 Topological manifold and Differentiable Structure

Definition 1.1 (Topological n-manifold). A topological manifold of dimension n is a topological space M which
is locally homeomorphic to Rn w.r.t. the standard topology, i.e., for any p ∈M , there exists open neighborhood
U ⊂ M of p, and there exists a local homeomorphism ϕ : U → ϕ(U) ⊂ Rn (a bijective continuous map with
continuous inverse).

• (U, ϕ) is a chart for M around p.

• ϕ = (x1, · · · , xn) ∈ U are coordinates of U in Rn where xi : U ⊂M → R are C0.

Remark 1.1. We require in addition for the topology of M to satisfy the following

• M is a Hausdorff topological space, i.e., for any p, q ∈M distinct, there exists disjoint open neighborhoods
U around p and V around q.

• M is second countable, i.e., M has a countable basis of open sets. So every open set of M is a union of
elements in this countable collection.

Example 1.1. Standard example: Rn. It is topological n-manifold that is Hausdorff and secound countable
with basis {Br(a) | a ∈ Qn, r ∈ Q}

Recall Quotient Topology, which is one way to construct topology on some set.

Definition 1.2 (Quotient Topology). Let π : X → M be surjective map from a topological space X to some
set M . One wish to use topology of the source X to equip a topology on M . U ⊂ M is open in the quotient
topology defined by the surjective map π iff the preimage π−1(U) ⊂ X is open. It is not hard to see that

• π : X →M is continuous for M equipped with quotient topology.

• Let Y be any topological space. Then f :M → Y is continuous iff f ◦ π : X → Y is continuous

X

M Y

π
f◦π

f

(1)

Example 1.2 (Bug-eyed line; Line with 2 origins). Consider 2 copies of the real line.

π : R× {0, 1} →M = (R× {0, 1})/{(x, 0) ∼ (x, 1) iff x ̸= 0}

for M equipped with quotient topology. Then M is a topological 1-dim manifold, second countable, but it is not
Hausdorff.

Example 1.3 (Bunching Line). Consider 2 copies of the real line.

π : R× {0, 1} →M = (R× {0, 1})/{(x, 0) ∼ (x, 1) iff x < 0}

for M equipped with quotient topology. Then M is a 1-manifold, second countable, but the positive part has 2
copies, so not Hausdorff.

Example 1.4 (Long Line). The usual ray is [0,∞) =
⋃∞
i=1[i− 1, i). But Long ray is countable copies of this.

Imagine if put 2 rays together one gets R, if put 2 long rays one gets the long line. It is connected, Hausdorff,
1-manifold, but not 2nd countable. (This is example 45 in ”Counterexamples in topology” by Steen-Seebach).

Definition 1.3 (Atlas). An atlas of a topological n-manifold M is a collection of charts for M

Φ = {(Uα, ϕα) | α ∈ I} s.t.
⋃
α

Uα =M

along with transition functions ϕβ ◦ ϕ−1
α that are homeomorphism

ϕα(Uα ∩ Uβ) ⊂ Rn
ϕβ◦ϕ−1

α−→ ϕβ(Uα ∩ Uβ) ⊂ Rn

Definition 1.4 (Differentiable Structure & Differentiable n-manifold). k positive integer or ∞.

• A Ck-atlas on a topological manifold M is an atlas Φ = {(Uα, ϕα) | α ∈ I} for M s.t. all the transition
functions ϕβ ◦ ϕ−1

α are Ck diffeomorphisms.
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• We say two Ck-atlas Φ = {(Uα, ϕα) | α ∈ I} and Ψ = {(Vβ , ψβ) | β ∈ J} are equivalent (compatible) if
Φ ∪Ψ is again a Ck atlas.

• A Ck-differentiable structure on a topological manifold M is an equivalence class of Ck-atlases on M .

• A Ck-manifold is a topological manifold M equipped with a Ck-differentiable structure.

If k = ∞, the above C∞-differentiable structure is called smooth structure, C∞ manifolds are smooth manifolds,
and C∞ maps are smooth maps.

Example 1.5. The Bug-eyed line, the Branching Line and the Long Line are C∞-manifolds.

Example 1.6. The real projective space Pn(R) or (RPn) is

• A set Pn(R) := {ℓ ⊂ Rn+1 | 1− dim R− vector subspace}

• One has 2 equivalent ways to define Topology on Pn(R). First of all equip Pn(R) with quotient topology
defined by π : Rn+1 \ {0} → Pn(R) that maps x 7→ Rx. Notation π(x1, · · · , xn+1) = [x1, · · · , xn+1].

(a) Let π : Rn+1 \ {0} → (Rn+1 \ {0})/{x ∼ λx iff λ ∈ R \ {0}} be surjective quotient map s.t.

x
π∼ y ∈ Rn+1 \ {0} iff ∃ λ ∈ R \ {0} s.t. y = λx

(b) Let Sn := {x ∈ Rn+1 |
∑n+1
i=1 x

2
i = 1} ⊂ Rn+1 be unit sphere in Rn+1. Let π : Sn → Sn/{x ∼ −x} be

surjective quotient map s.t.
x
π∼ y ∈ Sn iff x = −y

In fact,
Pn(R) = (Rn+1 \ {0})/{x ∼ λx iff λ ∈ R \ {0}} = Sn/{x ∼ −x}

Claim: Pn(R) is compact and Hausdorff.

Proof. Pn(R) is equivalently equipped with quotient topology defined by π|Sn : Sn → Pn(R). Since π|Sn
is continuous, and Sn is compact, Pn(R) is Hausdorff and compact.

• Pn(R) is a topological n-manifold with an Atlas.

Proof. For Altas, 1 ≤ i ≤ n+ 1, define

Ui := {[x1, · · · , xn+1] ∈ Pn(R) | xi ̸= 0} ⊂ Pn(R) (2)

Then Ui is an open subset of Pn(R) since π−1(Ui) = {(x1, · · · , xn+1) ∈ Rn+1 | xi ̸= 0} is an open subset

of Rn+1 \ {0}. Indeed Pn(R) =
⋃n+1
i=1 Ui. Define ϕi : Ui → Rn that maps

ϕi([x1, · · · , xn+1]) :=

(
x1
xi
, · · · , xi−1

xi
,
xi+1

xi
, · · · , xn+1

xi

)
(3)

and is bijection with inverse map ϕ−1
i : Rn → Ui

ϕ−1
i (y1, · · · , yn) := [y1, · · · , yi−1, 1, yi, · · · , yn]

In fact, one has the following diagram for each i = 1, · · · , n+ 1

Rn+1 \ {0} π−1(Ui)

Pn(R) Ui Rn
π

⊇open

πi

⊇open
ϕi

si

ϕ−1
i

If define si : Rn → π−1(Ui) ⊂ Rn+1 \ {0} s.t. s(y1, · · · , yn) := (y1, · · · , yi−1, 1, yi, · · · , yn). Then ϕ−1
i =

πi ◦ si as composition of continuous function is continuous. For ϕi, notice

ϕi ◦ πi : π−1(Ui) ⊂ Rn+1 \ {0} −→ Rn

(x1, · · · , xn) 7−→
(
x1

xi
, · · · , xi−1

xi
, xi+1

xi
, · · · , xn+1

xi

)
is indeed a continuous map. Hence using (1) due to quotient topology defined on Ui, one has ϕi : Ui → Rn
continuous. Thus ϕi are homeomorphisms. One obtain Pn(R) as a topological n-manifold with atlas
Φ = {(Ui, ϕi)}n+1

i=1 on Pn(R) where open sets Ui and local homeomorphisms are given by (2) and (3).
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• Transition functions ϕi ◦ ϕ−1
j make (Pn(R), Φ) a C∞-manifold of dimension n.

Proof. WLOG U1 ∩ U2 = {[x1, x2, · · · , xn+1] | x1, x2 ̸= 0}, so

ϕ2 ◦ ϕ−1
1 (y1, · · · , yn) = ϕ2([1, y1, · · · , yn])

=

(
1

y1
,
y2
y1
, · · · , yn

y1

)
The transition functions

ϕ2 ◦ ϕ−1
1 : ϕ1(U1 ∩ U2) = (R \ {0})× Rn−1 −→ ϕ2(U1 ∩ U2) = (R \ {0})× Rn−1

are indeed smooth maps. Same works for general i, j. In general, for i > j s.t. Ui ∩ Uj ̸= ∅

Pn(R) Ui ∩ Uj

Rn ϕi(Ui ∩ Uj) ϕj(Ui ∩ Uj) Rn

⊇open

ϕi
ϕj

⊇open
ϕj◦ϕ−1

i ⊆open

for any (x1, · · · , xn) ∈ ϕi(Ui ∩ Uj)

ϕj ◦ ϕ−1
i (x1, · · · , xn) = ϕj([x1, · · · , xi−1, 1, xi, xi+1, · · · , xn])

=

(
x1
xj
, · · · , xj−1

xj
,
xj+1

xj
, · · · , xi−1

xj
,
1

xj
,
xi+1

xj
, · · · , xn

xj

)
Hence Φ is a C∞ altas on Pn(R).

5



2 Differentiable Maps

Definition 2.1 (Ck maps). Let M be Cℓ manifold of dimension m and N a Cℓ manifold of dimension n, where
1 ≤ k ≤ ℓ ≤ ∞. A continuous map f : M → N is Ck-differentiable if for any p ∈ M , there exists a Cℓ-chart
(U, ϕ) for M around p and (V, ψ) for N around f(p) s.t. f(U) ⊂ V , and g := ψ ◦ f ◦ ϕ−1 is Ck. When k = ∞,
C∞ maps are smooth maps.

M p ∈ U V N

Rm ϕ(U) ψ(V ) Rn

⊇open

ϕ

f

ψ

⊆open

⊇open g ⊆open

Remark 2.1. The above Ck is indeed well-defined.

• If g̃ := ψ̃ ◦ f ◦ ϕ̃−1 is another composition for (Ũ , ϕ̃) chart of M around p and (Ṽ , ψ̃) chart of N around
f(p) then g̃ = (ψ̃ ◦ ψ−1) ◦ (ψ ◦ f ◦ ϕ−1) ◦ (ϕ ◦ ϕ̃−1) = (ψ̃ ◦ ψ−1) ◦ g ◦ (ϕ ◦ ϕ̃−1) remains Ck as transition
functions are Cℓ diffeomorphisms and g is Ck. Hence Definition 2.1 works for any charts, and f Ck map
is well-defined.

Example 2.1. Let π : Rn+1\{0} → Pn(R) where Pn(R) real projective space, which we know is C∞-n manifold.
π is continuous. In fact, projection π is a C∞ map.

Proof. For any p ∈ Rn+1 \ {0}, recall Ui and ϕi as in (2) and (3). π(p) ∈ Pn(R), so there exists some i s.t.
π(p) ∈ Ui. Hence p ∈ π−1(Ui).

Rn+1 \ {0} p ∈ π−1(Ui) Ui Pn(R)

Rn+1 π−1(Ui) Rn Rn

⊇open

id

π

ϕi

⊆open

⊇open g ⊆open

g := ϕi ◦ π ◦ id−1 : π−1(Ui) ⊂ Rn+1 \ {0} → Rn s.t.

g(x1, · · · , xn+1) := (
x1
xi
, · · · , xi−1

xi
,
xi+1

xi
, · · · , xn+1

xi
)

is a C∞ map.

Definition 2.2 (Diffeomorphism). M, N C∞ manifold. f :M → N continuous. dimM = m, dimN = n.

• f is C∞ diffeomorphism if f is a homeomorphism, and f , f−1 are C∞ maps. In particular, m = n.

• For p ∈ M , f is a local diffeomorphism(C∞) at p if there exist a open neighborhood U of p in M and V
of f(p) in N s.t. f |U : U → V is a C∞-diffeomorphism. In particular, m = n.

Remark 2.2. For M Ck-manifold of dimension m, U ⊂ M open. Φ := {(Uα, ϕα) | α ∈ I} some Ck-atlas
of M . Then ΦU := {(Uα ∩ U, ϕα|Uα∩U ) | α ∈ I, Uα ∩ U ̸= ∅} is Ck-atlas for U . So U is a Ck-manifold of
dimension m.

2.1 Submersion and Immersion

Definition 2.3 (Submersion/Immersion in Rm). f = (f1, · · · , fn) : U ⊂ Rm → Rn is Ck-map for 1 ≤ k ≤ ∞
and U open. f is a submersion(immersion) at x = (x1, · · · , xm) ∈ U if

dfx : Rm → Rn s.t. dfx :=

(
∂f1
∂x1

(x) · · · ∂f1
∂xm

(x)
∂fn
∂x1

(x) · · · ∂fn
∂xm

(x)

)
is surjective (injective)

under whose case m ≥ n (m ≤ n). f is a submersion(immersion) if f is a submersion(immersion) at every
x ∈ U .

Example 2.2 (Canonical Submersion). For m ≥ n, π : Rm → Rn s.t. π(x1, · · · , xm) := (x1, · · · , xn) is
projection. Here dπx = π : Rm → Rn for any x ∈ Rm.

Example 2.3 (Canonical Immersion). For m ≤ n, i : Rm → Rn s.t. i(x1, · · · , xm) := (x1, · · · , xm, 0, · · · , 0)
where dix = i : Rm → Rn for any x ∈ Rm.
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Definition 2.4 (Submersion/Immersion). Let M and N be C∞-manifold of dimension m, n. f :M → N C∞

map is a submersion(immersion) at p ∈ M if there exists (U, ϕ) chart for M around p and (V, ψ) chart for N
around f(p) s.t.

• f(U) ⊂ V and

• g := ψ ◦ f ◦ ϕ−1 the C∞ map is a submersion(immersion) at ϕ(p), which implies m ≥ n (m ≤ n).

f is a submersion(immersion) if f is a submersion(immersion) at any point p ∈M .

M p ∈ U f(p) ∈ V N

Rm ϕ(p) ∈ ϕ(U) ψ(V ) Rn

⊇open

ϕ

f

ψ

⊆open

⊇open g ⊆open

Remark 2.3. This is well-defined as g̃ = (ψ̃ ◦ψ−1) ◦ (ψ ◦ f ◦ ϕ−1) ◦ (ϕ ◦ ϕ̃−1) = (ψ̃ ◦ψ−1) ◦ g ◦ (ϕ ◦ ϕ̃−1) and so

dg̃ϕ̃(p) = d(ψ̃ ◦ ψ−1)g(ϕ(p)) ◦ (dg)ϕ(p) ◦ d(ϕ ◦ ϕ̃−1)ϕ̃(p) is surjective (injective)

for (Ũ , ϕ̃) another chart of M around p and (Ṽ , ψ̃) another chart of N around f(p) s.t. f(Ũ) ⊂ Ṽ .

Proposition 2.1. M C∞-manifold of dimension m and N C∞-manifold of dimension n.

• If f is a submersion(immersion) at p ∈M (m ≥ n (m ≤ n)), then there exists charts (U, ϕ) for M around
p and (V, ψ) for N around f(p) s.t.

ϕ(p) = 0 ∈ Rm ψ(f(p)) = 0 ∈ Rn

and
g = ψ ◦ f ◦ ϕ−1 : ϕ(U) ⊂ Rm → ψ(V ) ⊂ Rn is the canoncial submersion (immersion)

i.e.
g(x1, · · · , xm) = (x1, · · · , xn) (g(x1, · · · , xm) = (x1, · · · , xm, 0, · · · , 0)))

• If f is both a submersion and an immersion at p, i.e., dg0 : Rm → Rn=m is a linear isomorphism, then f
is a local diffeomorphism at p.

Proof. Follows from the Rank Theorem.

2.2 Smooth Embedding and Submanifolds

Definition 2.5 (C∞ Embedding & Submanifolds). f : M → N C∞ map between C∞-manifolds. dimension
M = m, dimension N = n. We say f is a smooth embedding if

• f is a smooth immersion at any point p ∈M (implies m ≤ n) and

• f :M → f(M) ⊂ N is a homeomorphism w.r.t. the subspace topology.

In this case, we call f(M) a C∞ submanifold of N of dimension m.

Remark 2.4. Embedding =⇒ Injective + Immersion, but the converse is not true.

Definition 2.6 (Alternative definition of submanifold). Let N be C∞ manifold of dimension n, M subset of
N . M is a C∞ submanifold of N of dimension m ≤ n if

• for any p ∈M , there exists chart (U, ϕ) for N around p s.t. ϕ(p) = 0 ∈ Rn and

• ϕ(U ∩M) = ϕ(U) ∩ (Rm × {0}).

M p ∈ U ∩M p ∈ U N

Rm ϕ(U) ∩ (Rm × {0}) ϕ(p) = 0 ∈ ϕ(U) Rn

⊇open

ϕ|U∩M

id

ϕ

⊆open

⊇open ⊆open
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Figure 1: Chart for point on Submanifold Definiton 2.6

Proof for M ⊂ N is smooth manifold of dimension m in Definition 2.6. For any p ∈M , there exists local charts
(Up, ϕp) for N around p s.t. ϕp(p) = 0 ∈ Rn. Moreover, ϕp(Up∩M) = ϕp(Up)∩ (Rm×{0}). One wish to define

an Atlas on M . Indeed, let ΦM :=
{
(Up ∩M, ϕp|Up∩M ) | p ∈M

}
. Since Up are open in N , M ⊂ N , w.r.t. the

subspace topology, Up ∩M are open neighborhoods of p in M . Moreover, ϕp(Up ∩M) = ϕp(Up)∩ (Rm×{0}) ⊂
(Rm × {0}) ∼= Rm are open w.r.t. subspace topology. Hence ϕp|Up∩M are local homeomorphisms to subsets of

Rm, equipping M with topological m-manifold structure. That M = M ∩ N =
⋃
p∈M M ∩ Up and transition

functions inherits C∞ w.r.t. subspace topology make M a m-dim C∞ manifold.

Example 2.4. f : R → R2 for f(t) := (x(t), y(t)), f ′(t) = (x′(t), y′(t)), then

dft : R → R2 s.t. dft(v) :=

(
x′(t)
y′(t)

)
v

f is immersion at t iff f ′(t) ̸= (0, 0). For example

• f(t) = (t, t2), f ′(t) = (1, 2t) is a immersion, and in fact, C∞-embedding since f is a homeomorphism (in
particular, bijective) from R onto f(R).

• f(t) = (cos t, sin t) then f ′(t) = (− sin t, cos t) so f(R) = S1. This is immersion but not embedding because
f is not injective.

• f(t) = (t3 − 4t, t2 − 4) then f ′(t) = (3t2 − 4, 2t). f is a immersion but not an embedding because f is not
injective at (0, 0). Note both t = −2 and t = 2 correspond to f(−2) = f(2) = (0, 0).

• f(t) = (t3, t2), f ′(t) = (3t2, 2t). This is not immersion at t = 0. But f(R) is homeomorphic to R.

Example 2.5 (counter-example for injective immersion but not embedding). f : (−3, 0) → R2 smooth

f(t) =

 (0,−t− 2) −3 < t < −1
· · · −1 < t < −1

π
(−t,− sin( 1t ))

−1
π < t < 0

This is not an embedding because f(−3, 0) ⊂ R2 is not a topological manifold. In particular, f−1 is not
continuous at the point (0, 0), hence that f needs to be homeomorphism fails.

Now we discuss tool to construct a smooth submanifold using preimage of a regular value.

Remark 2.5. An immediate observation says preimage of singletons are closed subsets.
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Figure 2: Examples from Example 2.4

• A topological manifold M may not be a Hausdorff (T2) space. But this is always a T1 space, i.e., for any
p, q ∈M s.t. p ̸= q, there exists U , V open subsets of M s.t. p ∈ U but p /∈ U and q ∈ V but p /∈ V . This
is equivalent to saying for any p ∈M , {p} the singleton is closed in M .

• Hence for any f : M → N continuous map between topological manifolds, for any q ∈ N , f−1(q) ⊂ M is
in fact closed.

Definition 2.7 (Critical Value & Regular Value). M , N smooth manifolds, and f :M → N smooth map.

• We say p ∈M is a critical point of f if f is not a submersion at p.

• q ∈ N is a critical value of f is there exists p ∈M critical point of f s.t. p ∈ f−1(q).

• q ∈ N is a regular value of f if q is not a critical value of f . In other words, for any p ∈ f−1(q), f is a
submersion at p.

In particular, if f−1(q) is empty, then q ∈ N is regular value of f .

Theorem 2.1 (Preimage Theorem). M , N smooth manifolds, and f :M → N smooth map. Suppose q ∈ N is
a regular value of f , and suppose f−1(q) is not empty (hence dim(M) = m ≥ dim(N) = n). Then f−1(q) is a
closed smooth submanifold of M of dimension m− n ≥ 0.

Example 2.6. Let f : Rn+1 → R s.t. f(x1, · · · , xn+1) = x21 + · · ·x2n+1. f is C∞ map, and dfx : Rn+1 → R

dfx = (2x1, · · · , 2xn+1)

9



Figure 3: Counter-example for injective immersion but not embedding Example 2.5

the only critical point is 0 ∈ Rn+1 and the only critical value is 0 ∈ R. Regular values are R \ {0}. By Preimage
Theorem, for any a > 0

f−1(a) = {(x1, · · · , xn+1) ∈ Rn+1 |
∑
i

x2i = a} ⊂ Rn+1 =: Sn(
√
a)

is a C∞-submanifold of dimension n. Sn(1) = Sn ⊂ Rn+1 is a C∞ submanifold of dimension n. If a = 0,
f−1(0) = 0 is just single point. If a < 0, f−1(0) = ∅.

Example 2.7 (Orthogonal Group). O(n) := {A ∈ Mn(R) | AAT = In n × n identity} ⊂ Mn(R) ∼= Rn2

where the latter is linear isomorphism. The subset O(n) ⊂Mn(R) is a C∞ submanifold of Mn(R) of dimension
n(n−1)

2 .

Proof. Define f : Mn(A) ∼= Rn2 → Sn(R) ∼= R
n(n+1)

2 where Sn(R) are real n × n symmetric matrices. Define
f(A) = AAT − In so O(n) = f−1(0). Now if B = f(A), bij =

∑n
k=1 aikakj − δij . So f is C∞ map. It remains

to show that 0 is a regular value of the map f . For any A ∈Mn(R), dfA : Rn2 → R
n(n+1)

2

dfA(B) = lim
h→0

f(A+ hB)− f(A)

h
= lim
h→0

(A+ hB)(AT + hBT )− In − (AAT − In)

h
= BAT +ABT (4)

Claim: for A ∈ f−1(0) = O(n), for C ∈ Sn(R), there exists B ∈Mn(R) s.t. C = dfA(B) = BAT +ABT . But

C = dfA(B) = BAT +ABT = BAT + (BAT )T

=⇒ Let BAT =
1

2
C ⇐⇒ B =

1

2
CA

so B = 1
2CA ∈Mn(R) gives dfA(B) = 1

2CAA
T+A 1

2A
TC = C. Moreover, we conclude that O(n) is submanifold

of Mn(R) ⊂ Rn2

of dimension n2 − n(n+1)
2 = n(n−1)

2 .

Example 2.8. Similarly, O(n,C) = {A ∈ Mn(C) | AAT = In} ⊂ Mn(C). O(n,C) is C∞ submanifold of

Mn(C) of dimension n2. (Mn(C) ∼= Cn ∼= R2n2

).
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3 Orientation

Definition 3.1 (Orientation). Let M be Ck manifold of dimension n. We say M is orientable if there exists
a Ck-atlas Φ = {(Uα, ϕα)}α∈I on M s.t. for any Uα ∩ Uβ ̸= ∅,

ϕβ ◦ ϕ−1
α : ϕα(Uα ∩ Uβ) ⊂ Rn → ϕβ(Uα ∩ Uβ) ⊂ Rn

is Ck diffeomorphism, and for any x ∈ ϕα(Uα ∩ Uβ),

d(ϕβ ◦ ϕ−1
α )x ∈ GL(n,R) := {A ∈Mn(R) | det(A) ̸= 0} where det(d(ϕβ ◦ ϕ−1

α )x) > 0 (5)

Note we only require there exists one such Atlas.

• If M is orientable, an orientation Φ on M is a choice of Ck-altas satisfying (5).

• if both Φ and Ψ on M satisfy (5), we say they define the same orientation if Φ ∪Ψ still satisfies (5).

Example 3.1 (Pn(C)). Pn(C) is orientable. One compute

ϕj ◦ ϕ−1
i : ϕi(Ui ∩ Uj) ⊂ Cn → ϕj(Ui ∩ Uj) ⊂ Cn

its differential
d(ϕj ◦ ϕ−1

i )y1,··· ,yn : Cn → Cn C− linear map

In general, for L a C-linear map,

x+ iy ∈ Cn L(x+ iy) ∈ Cn

(x, y) ∈ R2n LR(x, y) ∈ R2n

L

LR

there exists C ∈Mn(C) s.t.

x+ iy 7→ C(x+ iy) for C = A+ iB where A, B ∈Mn(R)

hence

C(x+ iy) = (A+ iB)(x+ iy) = (Ax−By) + i(Bx+Ay) i.e.

[
x
y

]
7→
[
A −B
B A

] [
x
y

]
where det(

[
A −B
B A

]
) = |det(C)|2. So L being linear isomorphism implies det(

[
A −B
B A

]
) > 0. Hence

det(d(ϕj ◦ ϕ−1
i )y1,··· ,yn) > 0

More generally, if M is a complex manifold of complex dimension n, then M is an orientable C∞ manifold of
real dimension 2n. It is indeed oriented.

Example 3.2 (Pn(R)). For real, Pn(R) is orientable ⇐⇒ n is odd. Look at some examples. P1(R) ∼= S1 so
orientable, but P2(R) is not.

11



4 Tangent Space and Tangent Bundles

Idea: first, let M be an n-dim C∞ submanifold of Rn+k. For any p ∈M , there exists U open neighborhood of
p that maps ϕ(U) ⊂ Rn. Now we view its inverse

ϕ−1 : ϕ(U) ⊂ Rn →M ⊂ Rn+k

as smooth embedding so
d(ϕ−1)ϕ(p) : Rn → Rn+k

is injective linear map. We define the tangent space

TpM = Im(d(ϕ−1)ϕ(p)) ⊂ Rn+k

This is well-defined as if there’s another chart (V, ψ) around p s.t. TpM = Im(d(ψ−1)ψ(p)), then d(ψ ◦ ϕ−1)ϕ(p)
transits smoothly.

4.1 Tangent Space and Differential

Definition 4.1 (Tangent Space). M Ck manifold for k ≥ 1 of dimension n. p ∈M .

TpM := {(U, ϕ, u) | (U, ϕ) is Ck chart for M around p, u ∈ Rn}/ ∼ p

where
(U, ϕ, u) ∼

p
(V, ψ, v) ⇐⇒ d(ψ ◦ ϕ−1)ϕ(p)(u) = v

define the map
θU,ϕ,p : Rn → TpM s.t. u 7→ [U, ϕ, u] this is bijection (6)

Use this to equip TpM with the structure of a vector space over R. This structure is well-defined because diagram
commutes.

Rn

Rn TpM

d(ψ◦ϕ−1)|
ϕ(p)

θU,ϕ,p

θU,ψ,p

Notice the diagram is equivalent to saying

d(ψ ◦ ϕ−1)
∣∣
ϕ(p)

= θ−1
U,ψ,p ◦ θU,ϕ,p (7)

Call TpM tangent space to M at p. A tangent vector to M at p is an element in TpM .

Definition 4.2 (Differential). M, N Ck manifolds k ≥ 1 with dimension m, n. f : M → N Ck map. The
differential of f at p is a linear map

dfp : TpM → Tf(p)N

s.t. for any (U, ϕ) Ck chart around p in M and (V, ψ) Ck chart around f(p) in N , letting g = ψ ◦ f ◦ ϕ−1 be
local representation of f , dfp denotes the composition

dfp := θV,ψ,f(p) ◦ dgϕ(p) ◦ θ−1
U,ϕ,p so dfp([U, ϕ, u ∈ Rm]) := [V, ψ, dgϕ(p)(u) ∈ Rn]

Indeed the diagram for differential commutes

M p ∈ U V N

Rm ϕ(p) ∈ ϕ(U) ψ(V ) Rn

⊇open

ϕ

f

ψ

⊆open

⊇open g ⊆open

TpM Tf(p)N

Rm Rn

dfp

θU,ϕ,p

dgϕ(p)

θV,ψ,f(p)

Theorem 4.1. f is a submersion(immersion) at p if dfp : TpM → Tf(p)N is surjective (injective).

Lemma 4.1 (Chain Rule for manifolds). If f :M1 →M2 and g :M2 →M3 are Ck maps between Ck manifolds,
where k ≥ 1.

• g ◦ f :M1 →M3 is Ck

• For any p ∈M1, dfp : TpM1 → Tf(p)M2, dgf(p) : Tf(p)M2 → Tg(f(p))M3, then

d(g ◦ f)p = dgf(p) ◦ dfp : TpM1 → Tg◦f(p)M3

12



One has tool to construct tangent space via preimage theorem.

Theorem 4.2 (Linear Subspace and closed submanifold). • If M ⊂ N for C∞ manifolds. Let i : M → N
be inclusion map (hence smooth embedding, in particular, immersion at any point). For any p ∈M ,

dip : TpM → TpN is an injection

TpM is a linear subspace of TpN .

• If f :M → N C∞ map with q ∈ N regular value of f s.t. f−1(q) is not empty. Hence m = dimM ≥ n =
dimN . By Preimage theorem, S := f−1(q) ⊂M is a closed submanifold of M of dimension n−m. Now
for any p ∈ S

TpS = ker(dfp : TpM ∼= Rm → Tf(p)N ∼= Rn) (8)

In other words, there is a short exact sequence of real vector spaces

0 → TpS → TpM → Tf(p)N → 0

One make use of (8) to compute explicitly tangent space of submanifolds.

Example 4.1. For any p ∈ Rn, we have linear isomorphism TpRn ∼= Rn given by (6)

[Rn, id, u] ∈ TpRn 7→ θ−1
Rn,id,p([R

n, id, u]) = u ∈ Rn

Example 4.2 (TxSn). f : R1+n → R for f(x1, · · · , xn+1) =
∑n+1
i=1 x

2
i . f is C∞ map, 1 is regular value of f .

so Sn := f−1(1) is a C∞ submanifold of f of dimension n. For any x ∈ R1+n, dfx(v) = 2x · v. And for any
x ∈ Sn, using (8)

TxSn := {v ∈ TxR1+n | dfx(v) = 0} = {v ∈ R1+n | x · v = 0} ⊂ TxR1+n ∼= R1+n

where the linear isomorphism is viewed via θR1+n,id,x (6).

Example 4.3 (TAO(n)). O(n) = f−1(In) for

f :Mn(R) ∼= Rn
2

→ Sn(R) ∼= R
n(n+1)

2 s.t. f(A) = AAT

here In is a regular value of f . For any A ∈ O(n), using Remark (8)

TAO(n) = {B ∈Mn(R) | dfA(B) = 0} ⊂ TAMn(R) ∼=Mn(R)

where ∼= is done via θMn(R),id,A (6). Then recalling dfA(B) = BAT +ABT (4)

TAO(n) = {B ∈Mn(R) | BAT +ABT = 0}

In particular at identity

TInO(n) = {B ∈Mn(R) | B +BT = 0} skew symmetric matrices

4.2 Tangent Bundle

Definition 4.3 (Tangent Bundle). Given Ck manifold M of dimension n where k ∈ N. We will construct the
tangent bundle TM of M as a Ck−1 manifold of dimension 2n.

• As a set, the tangent bundle of M is

TM = {(p, v) | p ∈M,v ∈ TpM} =
⊔
p∈M

TpM

Define π : TM →M as (p, v) 7→ p. π is a surjective map.

• Topology. If (U, ϕ) is a Ck chart for M , we define

ϕ̃ : π−1(U) ⊂ TM → ϕ(U)× Rn ⊂ R2n s.t. (p, v) 7→ (ϕ(p), θ−1
(U,ϕ,p)(v))

where θ(U,ϕ,p)(u) = [U, ϕ, u] ∈ TpM . It is bijection. Now take any Ck atlas Φ = {(Uα, ϕα) | α ∈ I} on M .

F :
⊔
α∈I

ϕα(Uα)× Rn → TM s.t. (x, u) → (ϕ−1
α (x) ∈M, θ(Uα,ϕα,ϕ−1

α (x))(u) ∈ Tϕα(x)M)

We equip TM with the quotient topology determined by the surjective map F . Then TM is a topological
2n-manifold with
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1. Φ̃ = {(π−1(Uα), ϕ̃α) | α ∈ I} Atlas

2. ϕ̃α : π−1(Uα) ⊂ TM → ϕα(Uα)× Rn ⊂ R2n s.t. (p, v) 7→ (ϕ(p), θ−1
(U,ϕ,p)(v))

TM (p, v) ∈ π−1(Uα) p ∈ Uα M

R2n ϕα(Uα)× Rn ϕα(Uα) Rn

⊇open

ϕ̃α

π

ϕα

⊆open

⊇open πcan ⊆open

where the diagram commutes and πcan = ϕα◦π◦ ϕ̃−1
α is the canonical submersion from ϕα(Uα)×Rn ⊂ R2n

onto the first n coordinates ϕα(Uα) ⊂ Rn.

• We wish to compute transition functions. For any U open set of M , one may identify

π−1(U) = TU =
⊔
p∈U

TpU

Note π−1(Uα) ∩ π−1(Uβ) = π−1(Uα ∩ Uβ). And given two charts (Uα, ϕα), (Uβ , ϕβ) for M , we have two

corresponding charts (TUα, ϕ̃α), (TUβ , ϕ̃β) for TM . Hence

ϕ̃α(π
−1(Uα) ∩ π−1(Uβ)) = ϕ̃α(π

−1(Uα ∩ Uβ)) = ϕα(Uα ∩ Uβ)× Rn

For any Uα ∩ Uβ ̸= ∅

ϕ̃β◦ϕ̃α
−1

: ϕα(Uα∩Uβ)×Rn → ϕβ(Uα∩Uβ)×Rn (x, u) 7→ (ϕβ◦ϕ−1
α (x), θ−1

Uβ ,ϕβ ,ϕ
−1
β (x)

◦θUα,ϕα,ϕ−1
α (x)(u))

using diagram (7), one may write our transition function as

ϕ̃β ◦ ϕ̃α
−1

(x, u) :=
(
ϕβ ◦ ϕ−1

α (x), d(ϕβ ◦ ϕ−1
α )x(u)

)
Since ϕβ ◦ ϕ−1

α is Ck in x ∈ ϕα(Uα ∩ Uβ) while d(ϕβ ◦ ϕ−1
α )x in Ck−1 in u ∈ Rn, our ϕ̃β ◦ ϕ̃α

−1
(x, u) are

Ck−1 maps in (x, u) ∈ ϕα(Uα ∩ Uβ)×Rn. So Φ̃ is a Ck−1 atlas on TM . (TM, Φ̃) is a Ck−1 manifold of
dimension 2n.

• Our surjective map π : TM → M is Ck−1 map due to π = ϕ−1
α ◦ πcan ◦ ϕ̃α as composition with Ck−1

charts. For k ≥ 2, π is a submersion.

• Moreover, TM is orientable Ck−1 manifold of dimension 2n, even though M might not be.

Definition 4.4. Suppose f :M → N Ck map where k ≥ 1 or k = ∞. Define

df : TM → TN s.t. (p, v) 7→ (f(p), dfp(v)) for p ∈M and v ∈ TpM

Proposition 4.1. If f : M → N is Ck map between Ck manifolds where k ≥ 1. Then df : TM → TN is a
Ck−1 map between Ck−1 manifolds. For k ≥ 2, d(df) : T (TM) → T (TN) is defined.

• If f is a submersion(immersion), then df is a submersion(immersion). If f is submersion(immersion) at
some point p ∈M , then df is a submersion(immersion) at (p, v) for any v ∈ TpM .

• If N is smooth manifold of dimension n and M smooth submanifold of dimension m ≤ n. Then TM =
{(p, v) | p ∈M, v ∈ TpM} ⊂ TN = {(p, v) | p ∈ N, v ∈ TpN} C∞ manifold of dimension 2n. Hence TM
is C∞ submanifold of dimension 2m.

Example 4.4. Recall id : Rn+1 → Rn+1. TSn ⊂ TRn+1 ĩd→ R1+n × R1+n. Here

TSn = {(x, v) ∈ R1+n × R1+n | x ∈ Sn v ∈ TxSn}
= {(x, v) ∈ R1+n × R1+n | x · x = 1, x · v = 0}

and

TO(n) = {(A,B) ∈Mn(R)×Mn(R) : AAT = In, BA
T +ABT = 0} ⊂ TMn(R) ∼=Mn(R)×Mn(R)

TO(n) is C∞ submanifold of dimension n(n− 1).
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5 Vector Bundles

5.1 Vector Bundle and examples

Definition 5.1 (Vector Bundles). Let M be Ck manifold with n = dimM . A Ck real vector bundle of rank r
over M is

• a Ck manifold E together with

• a surjective Ck map
π : E →M

s.t.

1. Local Trivialization. There exists an open over {Uα}α∈I of M (not necessarily the open charts) and a
family of associated Ck diffeomorphisms hα for k ≥ 1 (or homeomorphism for k = 0)

hα : π−1(Uα) ⊂ E → Uα × Rr

s.t. for pr1 : (p, v) ∈ Uα × Rr 7→ p ∈ Uα

π−1(Uα)

Uα × Rn Uα

hα
πα

pr1

the diagram commutes πα := π|π−1(Uα)
= pr1 ◦ hα (implying π is a submersion if k ≥ 1)

2. Transition Functions. For any Uα, Uβ open subsets of M(not necessarily homeomorphic to open subsets
of Rn).

hα : π−1(Uα) → Uα × Rr hβ : π−1(Uβ) → Uβ × Rr local trivializations

Then for any Uα ∩ Uβ ̸= ∅

hβ ◦ h−1
α : Uα ∩ Uβ × Rr → Uα ∩ Uβ × Rr s.t. (p, v) 7→ (p, gβα(p)(v)) is a Ck diffeomorphism

where

Rr ∼= {p} × Rr
gβα(p)→ {p} × Rr ∼= Rr

s.t. gβα(p) ∈ GL(r,R) a linear isomorphism between Rr for any p. In other words

gβα : Uα ∩ Uβ → GL(r,R) = {A ∈Mn(R) | det(A) ̸= 0} ⊂Mn(R) Ck map

Here E is called total space and M is called the base of the vector bundle.

Definition 5.2 (Alternative definition of vector bundle). Let M be a Ck manifold, k ∈ N ∪ {∞}. We say
π : E →M is Ck real vector bundle of rank r with total space E and base M if

• E is a Ck manifold

• π is a surjective Ck map

and

• For any x ∈M , the fiber of E at x, Ex := π−1(x), is equipped with the structure of a real vector space of
dimension r. π is defined by

E =
⊔
x∈M

Ex
π→M s.t. π(Ex) = x

• Local Trivialization. For any x ∈M , there exists open neighborhood U of x inM and a Ck diffeomorphism
h : π−1(U) → U × Rr s.t. π = pr1 ◦ h diagram commutes and

∀ x ∈ U, h|Ex : Ex → {x} × Rr is a linear isomorphism
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Remark 5.1. It follows from the above definition that π : E → M is a Ck vector bundle of rank r with total
space E and base M . Hence one may find open cover {Uα}α∈I of the base M where the open cover is not
necessarily the local coordinate chart. And the local trivializations

hα : π−1(Uα) → Uα × Rr are Ck diffeomorphisms

s.t. πα := π|π−1(Uα)
= pr1 ◦ hα diagram commutes and

∀ x ∈ Uα hα|Ex : Ex → {x} × Rr is a linear isomorphism

Now one may consider transition functions

hβ ◦ h−1
α : (Uα ∩ Uβ)× Rr → (Uα ∩ Uβ)× Rr s.t. (x, v) 7→ (x, gαβ(x)v)

where gαβ : Uα ∩ Uβ → GL(r,R) ⊂Mr(R) s.t. x 7→ gαβ(x) = (gαβ(x))ij is C
k map

Example 5.1 (Product Vector Bundle). E = M × Rr where π = pr1 : E → M . This is product vector bundle
of rank r over M

Definition 5.3 (vector bundle isomorphism). Let πE : E → M and πF : F → M be 2 Ck vector bundles
over the same Ck manifold M . A Ck vector bundle isomorphism from πE : E → M to πF : F → M is a Ck

diffeomorphism h
h : E → F s.t. πE = πF ◦ h diagram commutes

in other words
∀ x ∈M, h|Ex : Ex → Fx is a linear isomorphism

We say 2 Ck vector bundles are isomorphic if there exists such a Ck isomorphism.

Example 5.2 (Trivial Vector Bundle). We say a Ck vector bundle π : E →M is trivial vector bundle of rank r
if it is isomorphic to the product vector bundle pr1 :M ×Rr →M . In other words, there exists h : E →M ×Rr
Ck diffeomorphism (or homeomorphism for k = 0) s.t.

1. π = pr1 ◦ h diagram commutes.

2. the restriction of h to each fiber Ex is a linear isomorphism

h|Ex : Ex ⊂ E → {x} × Rr

In a word, π : E →M is trivial vector bundle if there exists only one global trivialization h : E →M × Rr.

Example 5.3 (Tangent Bundle). Let M be a Ck manifold where k ≥ 1. Then π : TM →M is a Ck−1 vector
bundle over M of rank n = dimM . Recall we’ve constructed

TM =
⊔
p∈M

TpM with Φ = {(Uα, ϕα) | α ∈ I} Ck atlas on M

a new Φ̃ = {(π−1(Uα), ϕ̃α) | α ∈ I} Ck−1 atlas on TM

• Local Trivialization of TM .

hα : π−1(Uα) → Uα × Rn s.t. (p, v) 7→ (p, θ−1
Uα,ϕα,p

(v))

• Transition Functions (as Ck−1 manifold of dimension 2n)

ϕ̃β ◦ ϕ̃α
−1

: ϕα(Uα ∩ Uβ)× Rn → ϕβ(Uα ∩ Uβ)× Rn s.t. (x, u) 7→ (ϕβ ◦ ϕ−1
α (x), d(ϕβ ◦ ϕ−1

α )x(u)

hβ ◦ h−1
α : Uα ∩ Uβ × Rn → Uα ∩ Uβ × Rn s.t. (p, u) 7→ (p, d(ϕβ ◦ ϕ−1

α )ϕα(p)(u))

5.2 Sections

Definition 5.4 (Cℓ(M)). For M a Ck manifold, let Cℓ(M) be space of Cℓ functions for f :M → R with ℓ ≤ k.
One has inclusion Ck(M) ⊂ Ck−1(M) ⊂ · · ·

Definition 5.5 (Ck section). A Ck section of a Ck vector bundle π : E → M over Ck manifold M is a Ck

map s :M → E s.t. π ◦ s :M →M is the identity map, i.e.

∀ x ∈M, s(x) ∈ Ex = π−1(x)

Define
Ck(M,E) = {Ck sections s :M → E}

Indeed Ck(M,E) is itself vector space
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Lemma 5.1. For any f ∈ Ck(M) and s ∈ Ck(M,E), one has fs ∈ Ck(M,E) where for any x ∈ M ,
fs(x) := f(x)s(x) where f(x) ∈ R and s(x) ∈ Ex. So Ck(M,E) is a Ck(M)-module.

Proposition 5.1. Let π : E →M be a Ck vector bundle of rank r over a Ck manifold M of dimension n. Then
it is trivial iff there exists Ck sections {s1, · · · , sr} of π : E →M s.t. for any x ∈M , {s1(x), · · · , sr(x)} ⊂ Ex
is a basis of Ex.

Proof. =⇒ . π : E → M is trivial, then there exists h : E → M × Rr Ck diffeomorphism that is global
trivialization s.t. π = pr1 ◦ h diagram commutes. For any Ck section s :M → E, their composition are

(h ◦ s)(x) = (x, f(x)) for f :M → Rr Ck map

For {e1, · · · , er} standard basis of Rr, one define for 1 ≤ i ≤ r

si := h−1(x, ei)

Then si are C
k sections of π : E →M . Now for any x ∈M , using h|Ex as linear isomorphism between Ex and

Rr

Ex
h|Ex→ {x} × Rr = Rr s.t. h ◦ si(x) = (x, ei) 7→ ei

so {s1(x), · · · , sr(x)} are basis of Ex.
⇐= . Let {s1, · · · , sr} be Ck sections of π : E → M s.t. for any x ∈ M , s1(x), · · · , sr(x) ∈ Ex is a basis of
Ex ∼= Rr. Define

ϕ :M × Rr → E s.t. ϕ(x, v) :=

r∑
i=1

visi(x) ∈ Ex ⊂ E

Then pr1 = π ◦ ϕ diagram commutes. For any x ∈M , {x}×Rr
ϕ|{x}×Rr→ Ex is a linear isomorphism. It remains

to show that ϕ is a Ck diffeomorphism so that ϕ is a vector bundle isomorphism between the product vector
bundle and π : E →M . Since π : E →M is a Ck vector bundle, there exists open cover {Uα | α ∈ I} of M and
local trivializations s.t. π = pr1 ◦ hα diagram commutes. One needs to check that hα ◦ ϕ : Uα ×Rr → Uα ×Rr
is a Ck diffeomorphism. But for any j ∈ {1, · · · , r}

hα ◦ sj : Uα → Uα × Rr s.t. (x) 7→ (x,

s1j(x)...
srj(x)

) where sij(x) are C
k functions on Uα

hence A(x) = (sij(x)) ∈ GL(r,R). Now

hα◦ϕ(x, v =

v1...
vr

) = hα(

r∑
i=1

vjsj(x)) = (x,


∑r
j=1 vjs1j(x)

...∑r
j=1 vjsrj(x)

) = (x,A(x)v) where A(x) =

s11(x) · · · s1r(x)
... · · ·

...
sr1(x) · · · srr(x)


here (hα ◦ ϕ)(x, v) = (x,A(x)v) and (hα ◦ ϕ)−1(x, u) = (x,A(x)−1u)) so A,A−1 : Uα → GL(r,R) are Ck maps.
Hence hα ◦ ϕ indeed defines Ck diffeomorphisms.
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6 Derivations and Vector Fields

6.1 Local Derivations and Tangent Space Isomorphism

Definition 6.1 (Germs). Let M be Ck manifold. k ∈ N ∪ {∞}. Given p ∈M , we define

Ckp (M) = {(f : U → R) | U open neighborhood of p in M, f is Ck function}/ ∼ p

where we write the equivalence class as

(f : U → R) p∼ (g : V → R) ⇐⇒ there exists open neighborhood W of p in M s.t. W ⊂ U∩V and f |W = g|V

an element [f : U → R] in Ckp (M) is called a germ of Ck functions at p.

Remark 6.1. Ck(M) ⊂ Ck−1(M) ⊂ · · · and ∀ p ∈ M , Ckp (M) ⊂ Ck−1
p (M) ⊂ · · · . These are inclusion of

subrings.

[f : U → R] + [g : V → R] = [f + g : U ∩ V → R]
[f : U → R][g : V → R] = [fg : U ∩ V → R]

Remark 6.2. One has useful ring homomorphisms that simplifies the problem.

• If (U, ϕ) is a Ck chart for M around p s.t. ϕ(p) = 0

Ckp (M) → Ck0 (Rn) s.t. [f : V → R] = [f |U∩V : U ∩ V → R] 7→ [f ◦ ϕ−1 : ϕ(U ∩ V ) → R]

is a ring isomorphism

•
Ck(M) → Ckp (M) s.t. (f :M → R) 7→ [f :M → R]

is a surjective ring homomorphism. To see it is surjective, given [f : V → R] ∈ Ckp (M), there exists

β ∈ Ck(V ) with supp(β) ⊂ V s.t. (β : V → R) p∼ (1 :M → R). Hence

[f : V → R] = [βf : V → R]

and βf can be extended to M due to Hausdorff topology on M . But it is not injective.

• If M is a real analytic Cw manifold and U ⊂ M open connected, then for any p ∈ U , we may consider
Cw(U) → Cwp (U) s.t.

(f : U → R) 7→ [f : U → R]

This is injective ring homomorphism. But it is not surjective.

Cw(R) ⊂ Cw(−ε, ε) ↪→ Cw0 (R)

Look at elements of the form
∑∞
n=0 anx

n, e.g., 1
ε
2−x

=
∑∞
n=0(

2
ε )
n+1xn ∈ Cw0 (R) \ Cw(−ε, ε).

Definition 6.2 (Derivation). A Derivation on Ckp (M) is a R-linear map

δ : Ckp (M) → R s.t. Leibniz rule δ(fg) = δ(f)g + fδ(g) is satisfied

If c1, c2 ∈ R and δ1, δ2 are derivations on Ckp (M), then

c1δ1 + c2δ2 : Ckp (M) → R s.t. (c1δ1 + c2δ2)(f) := c1δ(f) + c2δ(f)

is also a derivation. Hence the set of derivations on Ckp (M) has the structure of a vector space.

Example 6.1. k ≥ 1.

• ∂
∂xi

(0) : Ck0 (Rn) → R s.t. [f : U → R] 7→ ∂
∂xi

f(0) ∈ R Then ∂
∂xi

(0) is a derivation for any 1 ≤ i ≤ n.

• For any ai ∈ R,
∑
i ai

∂
∂xi

(0) : Ck0 (Rn) → R is a derivation.

Lemma 6.1. k ∈ N ∪ {∞}.

(i) If δ : Ck0 (R) → R is a derivation and c is a constant, then δ(c) = 0.
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Proof. δ(c) = cδ(1) by R-linear, and

δ(1) = δ(1 · 1) = δ(1) · 1 + 1 · δ(1) =⇒ δ(1) = 0

(ii) δ is a derivation on C0
0 (R) ⇐⇒ δ ≡ 0.

Proof. By R-linear and (i), δ(f) = δ(f − f(0)). May assume f(0) = 0. Then f = f+ + f− with

f± =
f ± |f |

2
for f± ∈ C0

0 (R), f+ ≥ 0, f− ≤ 0, f±(0) = 0

One may assume that f ≥ 0 and f(0) = 0. Now we may do

g =
√
f ∈ C0

0 (R) so that δ(f) = δ(g2) = δ(g)g(0) + g(0)δ(g) = 0

Hence f must be 0.

(iii) δ is a derivation on C∞
0 (R) then δ =

∑n
i=1 δ(xi)

∂
∂xi

(0)

Proof. Want to show for any f ∈ C∞
0 (Rn), δ(f) =

∑n
i=1 δ(xi)

∂f
∂xi

(0). So fix x ∈ Rn, define g(t) := f(tx)

so that g′(t) =
∑n
i=1 xi

∂f
∂xi

(tx) Then

f(x)− f(0) = g(1)− g(0) =

ˆ 1

0

g′(t) dt =
∑
i

xi

ˆ 1

0

∂f

∂xi
(tx) dt

Define hi(x) :=
´ 1
0

∂f
∂xi

(tx) dt so that hi ∈ C∞
0 (Rn) with hi(0) =

´ 1
0

∂f
∂xi

(0) dt = ∂f
∂xi

(0)

δ(f) = δ(f − f(0)) =
∑
i

δ(xihi) =
∑
i

δ(xi)hi(0) +
∑
i

xi(0)δ(hi) =
∑
i

δ(xi)
∂f

∂xi
(0)

Remark 6.3. 1 ≤ k <∞ and n > 0. Then the vector space of derivations on Ck0 (Rn) is infinite dimensional.

From now on we discuss smooth derivations.

Definition 6.3 (DpM). Let M be C∞ manifold of dimension n, p ∈M . We denote DpM as the vector space
of derivations on C∞

p (M).

Theorem 6.1 (Linear isomorphism between TpM and DpM). Let M be C∞ manifold of dimension n, p ∈M .
Define (U, ϕ) a C∞ chart for M around p, and we write ϕ : U → ϕ(U) ⊂ Rn open with

ϕ(p) = 0 ∈ Rn and ϕ = (x1, · · · , xn) ∈ C∞(U ;Rn)

Then there is linear isomorphism between TpM and DpM

TpM → DpM =

n⊕
i=1

R
∂

∂xi
(p) s.t. [U, ϕ, u] 7→

n∑
i=1

ui
∂

∂xi
(p)

with the derivation ∂
∂xi

(p) : C∞
p (M) ∼= C∞

0 (Rn) → R defined as

∂

∂xi
(p)f :=

∂

∂xi
(f ◦ ϕ−1)(ϕ(p)) =

∂

∂xi
(f ◦ ϕ−1)(0)

noticing that C∞
p (M) ∼= C∞

0 (Rn) s.t. [f : U → R] 7→ [f ◦ ϕ−1 : ϕ(U) → R]
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6.2 Global Derivations and Smooth Vector Field isomorphism

Definition 6.4 (smooth vector field). A C∞ vector field on C∞ manifold M is a C∞ section of π : TM →M ,
call it X :M → TM . Notice this implies for any p ∈M , X(p) ∈ TpM . Write

X = C∞(M,TM) = {C∞ vector fields on M}

Theorem 6.2 (Isomorphism as C∞(U)-module). Let M be C∞ manifold of dim n.

• For (U, ϕ) C∞ chart with ϕ = (x1, · · · , xn) ∈ Rn

∂

∂xi
: U → TU = π−1(U) s.t. p 7→ ∂

∂xi
(p) ∈ DpM = TpM = TpU

is a C∞ vector field on U .

• In particular, ∂
∂xi

as C∞ vector fields on U implies by definition that ∂
∂xi

is C∞ section of TU → U .
Hence for any p ∈M , {

∂

∂xi
(p)

}n
i=1

is a basis of TpM = TpU

Moreover

X(U) =

n⊕
i=1

C∞(U)
∂

∂xi

is isomorphism as free C∞(U)-module.

• In general, for s : U → TU continuous section, for any p ∈ U

s(p) =

n∑
i=1

ai(p)
∂

∂xi
(p) ai(p) ∈ R ai : U → R

and s is a Ck vector field iff ai ∈ Ck(U).

Definition 6.5 (Derivation in C∞(M)). Let M be C∞ manifold. A derivation on M is an R-linear map

δ : C∞(M) → C∞(M) s.t. δ(fg) = δ(f)g + fδ(g) for f, g ∈ C∞(M)

Let D(M) be set of all derivations C∞(M) → C∞(M). If δ1, δ2 ∈ D(M), c1 c2 ∈ C∞(M), then

c1δ1 + c2δ2 : C∞(M) → C∞(M) s.t. (c1δ1 + c2δ2)(f) := c1δ(f) + c2δ(f)

is also a derivation. D(M) is a C∞(M)-module.

Remark 6.4. For any p ∈M , there is a localizing R-linear map. Suppose

D(M) → Dp(M) s.t. δ 7→ δ(p) where δ(p) : C∞
p (M) → R with [f :M → R] 7→ (δf)(p) ∈ R

It is also useful to define

δp : C
∞
p (M) → C∞

p (M) s.t. [f :M → R] 7→ [δf :M → R]

20



7 Lie Derivative on smooth functions

7.1 Lie Derivative and Lie Brackets

Definition 7.1 (Lie Derivative). Define LX

X(M) → D(M) s.t. X 7→ LX

with
LX : C∞(M) → C∞(M) s.t. f 7→ LX(f) := Xf

and
Xf(p) = X(p)f ∀ X(p) ∈ TpM = Dp and Xf :M → R

one use local coordinates to check this is C∞ function. On (U, ϕ) X =
∑n
i ai

∂
∂xi

for ai ∈ C∞(U). This is a
morphism of C∞(M)-modules. Indeed this is an isomorphism.

Proof that D(M) ∼= X(M). We have surjectivity. Given any δ ∈ D(M)

X(p) := δ(p) ∈ DpM = TpM

and define X : M → TM . One use local coordinates to check that X is C∞. For injectivity, if X ̸= 0, there
exists p ∈ M s.t. X(p) ̸= 0. Then there exists f ∈ C∞

p (M) s.t. X(p)f ̸= 0 implying LXf ̸= 0. We conclude
D(M) ∼= X(M).

Definition 7.2 (Lie Bracket). For X, Y ∈ X(M) = D(M), define

[X,Y ] : C∞(M) → C∞(M) s.t. [X,Y ]f := XY f − Y Xf

Then [X,Y ] is a R-linear map. Indeed it also satisfies the Liebniz rule so [X,Y ] defines a derivation.

[X,Y ](fg) = ([X,Y ]f)g + f([X,Y ]g)

So [X,Y ] ∈ D(M) = X(M). More explicitly, for (U, ϕ) C∞ chart on M with ϕ = (x1, · · · , xn) local coordinates.
One may write on U

X =

n∑
i=1

ai
∂

∂xi
Y =

n∑
j=1

bj
∂

∂xj
for aj , bj ∈ C∞(U)

So

[X,Y ] =

n∑
j

(
n∑
i

ai
∂bj
∂xi

− bi
∂aj
∂xi

)
∂

∂xj

Proposition 7.1.
[·, ·] : X(M)× X(M) → X(M) s.t. (X, Y ) 7→ [X,Y ]

satisfies

(i) R-linear in both X, Y . (not C∞-linear)

[c1X1 + c2X2, Y ] = c1[X1, Y ] + c2[X2, Y ]

(ii) [X,Y ] = −[Y,X]

(iii) Jacobi Identity.
[[X,Y ], Z] + [[Y,Z], X] + [[Z,X], Y ] = 0 (9)

with these above, (X(M), [·, ·]) is a Lie algebra over R.

7.2 Differential as map between Derivations

Definition 7.3 (pullback of Cℓ(N)). Let F : M → N be Ck-map between Ck manifolds, and let ℓ ≤ k be a
positive integer. Then the map F induces the pullback

F ∗ : Cℓ(N) → Cℓ(M) s.t. f 7→ f ◦ F

For a point p ∈M , we get a map F ∗
p local pullback s.t.

F ∗
p : CℓF (p)(N) → Cℓp(M) s.t. [(V, f)] 7→ [F−1(V ), f ◦ F ]
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Remark 7.1. If M and N are Ck manifolds, and F :M → N is continuous map, then for each p ∈M , there
exists local pullback F ∗

p s.t.

F ∗
p : C0

F (p)(N) → C0
p(M)

here F is a Ck map iff for each p ∈ M , F ∗
p (C

k
F (p)(N)) is a subring of Ckp (M). We may also use this to define

Ck maps.

Lemma 7.1. Let F :M → N be a smooth map between smooth manifolds. For each p ∈M , the differential

dFp : TpM = DpM → TF (p)N = DF (p)N

is given by the map
dFp(X)f = X(F ∗f) = X(f ◦ F )

for any X ∈ TpM = DpM and f ∈ C∞
F (p)(N).

Proof. Pass to local coordinates. Assume M ⊂ Rm open subset and N ⊂ Rn open subset. p = 0 ∈ Rm and
F (p) = 0 ∈ Rn. Then one write

F (x) = (y1(x), · · · , yn(x)) ∀ x ∈ Rm

Then for any tangent vector X ∈ T0Rn, X =
∑m
i=1 ai

∂
∂xi

(0)

dFp(X) =

n∑
j=1

(
m∑
i=1

∂yj
∂xi

(0)ai

)
∂

∂yj
(0) ∈ T0(N)

To compute explicitly

LHS = dFp(X)f =

m∑
i=1

n∑
j=1

ai
∂yj
∂xi

(0)
∂f

∂yj
(0)

RHS =

m∑
i=1

ai
∂

∂xi
(f ◦ F )(0)

which is equal by chain rule.

Remark 7.2. We may also use dFp(X)f = X(F ∗f) to define dFp.

7.3 Differential as map between curve velocity

Definition 7.4 (smooth curve). Let M be smooth manifold. A smooth curve in M is a smooth map γ :
(a, b) → M for −∞ ≤ a < b ≤ ∞. Notation: for any t ∈ (a, b), let γ′(t) or dγ

dt (t) to denote the tangent vector

dγt(
∂
∂t ) ∈ Tγ(t)M .

Example 7.1. If M = Rn then the smooth map

γ : (a, b) →M s.t. γ(t) = (x1(t), · · · , xn(t))

where xi : (a, b) → R are C∞ functions on (a, b). Then

γ′(t) = (x′1(t), · · · , x′n(t)) =
n∑
i=1

x′i(t)
∂

∂xi
(γ(t))

Lemma 7.2. Let M be a smooth manifold and γ : (−ε, ε) → M be a smooth curve. Let γ(0) = p. Then γ′(0)
is a derivation at p s.t.

γ′(0)f =
d

dt

∣∣∣∣
t=0

(f ◦ γ)

Proof. This is special case of dFp(X)f = X(F ∗f).

Remark 7.3. One may alternatively define the derivation γ′(0) : C∞
p (M) → R The tangent space TpM is

hence the collection of all such γ′(0). Under this definition, dFp : TpM → TF (p)N of a smooth map F :M → N
at p ∈M is defined by

dFp : TpM → TF (p)N s.t. γ′(0) 7→ (F ◦ γ)′(0)
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8 Integral Curves and Flows

8.1 Integral Curve Local Existence and Uniqueness

Definition 8.1 (Integral Curves). Let X be a smooth vector field on a smooth manifold M and let γ : I →M
be a smooth curve. We say that γ is a integral curve of X if

γ′(t) = X(γ(t)) ∀ t ∈ I

Example 8.1. M = Rn and γ(t) = (x1(t), · · · , xn(t)) for xi : I → R smooth functions on I. A smooth vector
field on Rn is of the form

X(x) = (a1(x), · · · , an(x)) =
∑
i

ai(x)
∂

∂xi

where ai are smooth functions s.t. ai : Rn → R. Therefore X can be viewed as a smooth map from Rn → Rn.
γ is an integral curve of X is equivalent to the solution to the system of ODEs

dxi
dt

(t) = ai(x1(t), · · · , xn(t)) for i = 1, · · · , n

Theorem 8.1 (Local Existence and Uniqueness of Integral Curves). Let M be a smooth manifold and X be a
smooth vector field on M .

(i) For any p ∈M there is an open interval Ip ⊂ R containing 0 and an integral curve ϕp : Ip →M of X s.t.

ϕp(0) = p and Ip is a maximal interval for such ϕp

(ii) Moreover, this integral curve is unique in the following sense. If γ : I ′ →M is integral curve of the vector
field X on I ′ s.t. γ(0) = p, then the interval I ′ ⊂ Ip and the curve γ is the restriction γ = ϕp|I′ .

(iii) Existence of Local Flow. For any p ∈M , there is

– an open neighborhood U of p in M

– an open interval I of 0 in R
– a smooth map ϕ : I × U →M (local flow)

s.t. {
∂
∂tϕ(t, q) = X(ϕ(t, q))

ϕ(0, q) = q
∀ (t, q) ∈ I × U

Proof. Assume M = Rn and p = 0 then the proof is a theorem in ODE.

Example 8.2. M = Rn and p = (a1, · · · , an) ∈ Rn. Suppose X is the identity vector field so X(x) = x for any
x = (x1, · · · , xn) ∈ Rn. Then {

d
dtxi = xi
xi(0) = ai

for i = 1, · · ·n

hence xi = aie
t. We conclude that the integral curves are straight lines emanating the origin. We also calculate

the local flow
ϕ : R× Rn → Rn s.t. ϕ(t, x1, · · · , xn) = (x1e

t, · · · , xnet)

or in short, ϕ(t, x) = etx.

Example 8.3. M = {x ∈ Rn | |x| < 1}, and X is identity vector field. If p = a = (a1, · · · , an) then

ϕp : Ip → Rn s.t. ϕp(t) = eta for Ip = (−∞,− log |a|)

Example 8.4. Given flow ϕ : R× R2 → R2 s.t.

ϕ(t, (x, y)) :=

(
cos(t) − sin(t)
sin(t) cos(t)

)(
x
y

)
To find the corresponding vector field, use ∂

∂tϕ(0, q) = X(ϕ(0, q)) = X(q). So

X((x, y)) =
∂

∂t
ϕ(0, (x, y)) =

(
− sin(t) − cos(t)
cos(t) − sin(t)

)∣∣∣∣
t=0

(
x
y

)
=

(
0 −1
1 0

)(
x
y

)
=

(
−y
x

)
Hence X(x, y) = −y ∂

∂x + x ∂
∂y .
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8.2 Integral Curves Global Existence

Definition 8.2 (Global Flow). ϕt : U →M for ϕt(q) := ϕ(t, q) This tells us where the point in M gets mapped
after flowing a certain time t.

Remark 8.1. Let ϕt1 ◦ ϕt2 = ϕt1+t2 on the subset of M where both sides are defined.

Lemma 8.1. Let X be smooth vector field on a smooth manifold M s.t. the support of X is compact, where

supp(X) := {p ∈M | X(p) ̸= 0}

Then there exists a unique smooth map ϕ : R×M →M where

∂ϕ

∂t
(t, q) = X(ϕ(t, q)) with ϕ(0, q) = q

In other words, we have a global flow
ϕt :M →M

which exists for all times t ∈ R.

Proof. It suffices to prove existence. Let K = supp(X). First step, look at V =M \K open, X(q) = 0 for any
q ∈ V . Then define

ϕ : R× V →M s.t. ϕ(t, q) = q

Then ϕ is smooth and
∂ϕ

∂t
(t, q) = 0 = X(q) = X(ϕ(t, q)) with ϕ(0, q) = q

Step 2, given p ∈ K, there exists open neighborhood Up of p in M and εp > 0 s.t. there is a C∞ map

ψp : (−εp, εp)× Up →M

a local flow which satisfies {
∂ψp
∂t (t, q) = X(ψp(t, q))

ψp(0, q) = q

Moreover, if p1, p2 ∈ K and Up1 ∩ Up2 ̸= ∅, then

ψp1 |(−ε,ε)×(Up1∩Up2 )
= ψp2 |(−ε,ε)×(Up1∩Up2 )

where ε := min{εp1 , εp2} > 0. So we obtain a smooth map ψ(t, q) defined on (−ε, ε) × (Up1 ∪ Up2) Since

K is compact, K ⊂
⋃
p∈K Up hence there are finitely many p1, · · · , pN ∈ K s.t. K ⊂

⋃N
i=1 Upi . Let ε :=

min{εp1 , · · · , εpN } > 0 and U :=
⋃N
i=1 Upi we obtain a smooth map

ψ : (−ε, ε)× U →M

s.t. {
∂ψ
∂t (t, q) = X(ψ(t, q))

ψ(0, q) = q

Step 3, again by uniqueness

ϕ|(−ε,ε)×(U∩V ) = ϕ : R× V →M and ψ : (−ε, ε)× U →M

We also have U ∪ V =M so we obtain
ϕ : (−ε, ε)×M →M

satisfying assumptions. Step 4, for any t ∈ R, there exists n ∈ N with |t| < nε, we define ϕ(t, q) =
ϕ( tn , ϕ(

t
n , · · · , ϕ(

t
n , q)) · · · ) Then ϕ : R×M →M satisfy the assumptions.

8.3 Flow and Lie Derivative on Vector Fields

Now we talk about Flow and Lie derivative.

Definition 8.3 (Lie Derivative). Let M be smooth manifold, let X ∈ X(M) = C∞(M,TM) space of smooth
vector fields on M , which is C∞(M)-module. Recall that LX : C∞(M) → C∞(M) s.t. LXf := Xf is a
derivation. We extend this definition via

LX : X(M) → X(M) s.t. Y 7→ LXY := [X,Y ]
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Notice

LX(fY ) = (LXf)Y + fLXY for f ∈ C∞(M) and Y ∈ X(M)

LfX(g) = fLX(g) for f, g ∈ C∞(M), and X ∈ X(M)

but in general LfX(Y ) ̸= fLXY since

LfX(Y ) = [fX, Y ] = f [X,Y ]− Y (f)X = fLXY − Y (f)X

Definition 8.4 (pushforward and pullback of smooth vector fields). Let F : M → N be C∞ diffeomorphism.
Define the pushforward

F∗ : X(M) → X(N) s.t. X 7→ F∗X

(F∗X)(p) := dFF−1(p)(X(F−1(p))) ∈ TpN

where p ∈ N , F−1(p) ∈M , and X(F−1(p)) ∈ TF−1(p)M . Define pullback

F ∗ := (F−1)∗ : X(N) → X(M)

Proposition 8.1 (Lie Derivative using Flow). M smooth manifold, X ∈ X(M), p ∈M and U open neighborhood
of p in M . Let ϕt : U →M smooth be flow of X at p for t ∈ (−ε, ε), ε > 0. Then

• For [f :M → R] ∈ C∞
p (M), pick a representative f

(LXf)(p) := X(p)f =
d

dt

∣∣∣∣
t=0

(ϕ∗t f)(p)

• Y ∈ X(V ) for V open neighborhood of p

(LXY )(p) := [X,Y ](p) =
d

dt

∣∣∣∣
t=0

(ϕ∗tY )(p) = − d

dt

∣∣∣∣
t=0

(ϕt∗Y )(p) = lim
t→0

Y (p)− (dϕt)ϕ−t(p)(Y (ϕ−t(p)))

t
(10)

using the fact
ϕt∗Y = −(ϕ−t)∗Y = −ϕ∗tY

and recalling (ϕt∗Y )(p) = (dϕt)ϕ−t(p)(Y (ϕ−t(p)))

Lemma 8.2. If h : (−δ, δ)× U → R s.t. (t, q) 7→ h(t, q) is C∞ map for U ⊂ M open, δ > 0, and suppose that
h(0, q) = 0. Then there exists C∞ map g : (−δ, δ)× U → R s.t.

h(t, q) = tg(t, q)

Proof. Fix t, q. Let u(s) := h(st, q). Then d
dsu(s) = t ∂∂th(st, q) with

h(t, q) = h(t, q)− h(0, q) = u(1)− u(0) =

ˆ 1

0

d

ds
u(s) ds = t

ˆ 1

0

∂

∂t
h(st, q) ds = tg(t, q)

where g(t, q) =
´ 1
0

∂
∂th(st, q) ds. Here g is C∞ map. Notice g(0, q) = ∂

∂th(0, q) ds =
∂
∂th(0, q).

Proof of Proposition 8.1. For f ∈ C∞
p (M),

d

dt

∣∣∣∣
t=0

(ϕ∗t f)(p) =
d

dt

∣∣∣∣
t=0

f(ϕt(p))

=
d

dt

∣∣∣∣
t=0

(f ◦ ϕp)(t)

= ϕ′p(0)f = X(p)f

since ϕp(t) = ϕt(p) for ϕp : (−ε, ε) →M integral curves of X s.t. ϕp(0) = p and ϕ′p(t) = X(ϕp(t)). Now for the
second item, claim that

d

dt

∣∣∣∣
t=0

(ϕt∗Y )(p)(f) = −[X,Y ](p)f ∀ f ∈ C∞
p (M)

To see this, let
h(t, q) = f ◦ ϕt(q)− f(q)
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Here h : (−δ, δ) × V → R is C∞ with h(0, q) = 0. By lemma 8.2, there exists C∞ g : (−δ, δ) × V → R s.t.
h(t, q) = tg(t, q). For fixed t ∈ (−δ, δ), gt : V → R smooth with gt(q) := g(t, q). So

f ◦ ϕt(q) = f(q) + h(t, q) = (f + tgt)(q)

Also note

g0(q) =
∂

∂t
h(0, q) =

d

dt

∣∣∣∣
t=0

f ◦ ϕt(q) = X(q)f

from first item. Hence using Lemma 7.1

(ϕt∗Y )(p)(f) = (dϕt)ϕ−t(p)(Y (ϕ−t(p)))f = Y (ϕ−t(p))(f ◦ ϕt)
= Y (ϕ−t(p))(f + tgt) = Y (ϕ−t(p))f + Y (ϕ−t(p))(tgt)

d

dt

∣∣∣∣
t=0

Y (ϕ−t(p))(f ◦ ϕt) =
d

dt

∣∣∣∣
t=0

(Y f)(ϕ−t(p)) + Y (p)g0 = −X(p)Y f + Y (p)Xf = −[X,Y ](p)f
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9 Frobenius Theorem

9.1 Subbundle

Definition 9.1 (subbundle). Let π : E →M be C∞ vector bundle of rank r over a C∞ manifold M . F ⊂ E is
a subbundle of rank k ≤ r if for any p ∈M , there exists open neighborhood U of p in M and a local trivialization

h : π−1(U) → U × Rr C∞ diffeomorphism

s.t. diagram π = pr1 ◦ h commutes and

h(F ∩ π−1(U)) = U × (Rk × {0}) for Rk × {0} ⊂ Rr

Remark 9.1. Some remarks for a smooth Subbundle F of E

• Recall for any x ∈ U , Ex ∼= Rr

Ex = π−1(x) → {x} × Rr is linear isomorphism

While in the case of F as subbundle, for any x ∈ U , Fx := F ∩ Ex is a subspace of dimension k in Ex.

Proposition 9.1 (Subbundle Equivalent Definition). Given π : E →M smooth vector bundle of rank r over a
C∞ manifold M . For any x ∈M , Fx ⊂ Ex is subspace of dimension k ≤ r. Take disjoint union

F :=
⊔
x∈M

Fx ⊂ E :=
⊔
x∈M

Ex

Then F is a C∞ subbundle of E of rank k iff for any p ∈ M , there exists open neighborhood U of p in M and
C∞ sections {s1, · · · , sk} ⊂ C∞(U ;π−1(U) = E|U ) s.t. for any q ∈ U

s1(q), · · · sk(q) is a basis of Fq

Example 9.1. E = {(ℓ, v) | ℓ ∈ Pn(R), v ∈ ℓ} ⊂ Pn(R)× Rn+1. E is a smooth vector bundle of rank 1 of the
product vector bundle. Here pr1 : Pn(R)× Rn+1 → Pn(R).

9.2 Distribution: Involutive and Completely Integrable

Definition 9.2 (distribution). Let M be C∞ manifold. A C∞ distribution of dimension k for k ≤ n on M is
a collection {Fp ⊂ TpM | p ∈M} where Fp are k-dimensional subspaces of TpM s.t.

F =
⊔
p∈M

Fp ⊂ TM =
⊔
p∈M

TpM

is a C∞ subbundle of TM of rank k.

Remark 9.2. One has an equivalent definition for smooth distribution using Prop 9.1

• The collection {Fp ⊂ TpM | p ∈ M} of k-dimensional subspaces of TpM is a smooth distribution iff for
any p ∈M , there exists open neighborhood U of p in M and X1, · · · , Xk ∈ X(U) s.t. for any q ∈ U

Fq =

k⊕
i=1

RXi(q)

Remark 9.3. Given a smooth subbundle F →M of π : TM →M , and denoting C∞(M,F ) as space of smooth
sections of the subbundle F →M . Then

C∞(M,F ) ⊂ C∞(M,TM) = X(M)

is C∞(M)-submodule.

Definition 9.3 (involutive and integrable). Let F be C∞ distribution of dimension k on a C∞ manifold M of
dimension k.

• We say F is involutive if C∞(M,F ) is a Lie subalgebra of (X(M), [·, ·]).

X, Y ∈ C∞(M,F ) =⇒ [X,Y ] ∈ C∞(M,F )
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• F is completely integrable if for any p ∈ M , there exists (U, ϕ) for ϕ = (x1, · · · , xn) C∞-chart for M
around p s.t.

Fq =

k⊕
i=1

R
∂

∂xi
(q) ∀ q ∈ U

This is equivalent to saying for any p ∈ M , there is a k-dimensional submanifold S ⊂ M s.t. p ∈ S and
for any q ∈ S, the subspace TqS = Fq.

Example 9.2. One has some examples motivating the Frobenius Theorem

• For dimF = dimM , then Fp = TpM for any p ∈M , here F is involutive and completely integrable.

• For dimF = 1, F is involutive and completely integrable.

• For U ⊂ R3 open, there exists 2− dim distributions not involutive and not completely integrable.

Theorem 9.1 (Frobenius Theorem). A C∞ distribution F on a C∞ manifold is completely integrable if and
only if it is involutive.

Proof. Let k := rank F ≤ n = dimM = rank TM . For =⇒ . If F completely integrable, for any X, Y ∈
C∞(M,F ), for any p ∈M , there exists (U, ϕ) C∞ chart for M around p s.t. for any q ∈ U

Fq =

k⊕
i=1

R
∂

∂xi
(q)

On U , X =
∑k
i=1 ai

∂
∂xi

and Y =
∑k
j=1 bj

∂
∂xj

so

[X,Y ] =

k∑
j

(
k∑
i

ai
∂bj
∂xi

− bi
∂aj
∂xi

)
∂

∂xj
=⇒ [X,Y ] ∈ C∞(M,F )

For ⇐= . Let F involutive. As a distribution, since F is smooth subbundle of TM , for any p ∈M , there exists
open neighborhood U of p in M and X1, · · · , Xk ∈ X(U) s.t.

Fq =

k⊕
i=1

RXi(q) for any q ∈ U

For any p ∈ M , there exists (U, ϕ) ϕ = (x1, · · · , xn) so Xi =
∑n
j=1 aij

∂
∂xj

for aij ∈ C∞(U), i = 1, · · · , k. For

any p ∈ U , consider a11 · · · a1n
... · · ·

...
ak1 · · · akn

 (q) of rank k

by permuting x1, · · · , xn if necessary, we may assume the minor matrix

det

a11 · · · a1k
... · · ·

...
ak1 · · · akk

 (p) ̸= 0

Due to smoothness of aij , by shrinking U if necessary, we may assume

det

a11 · · · a1k
... · · ·

...
ak1 · · · akk

 (q) ̸= 0 for any q ∈ U

Let A :=

a11 · · · a1k
... · · ·

...
ak1 · · · akk

 so A = (aij)
k
i,j=1 : U → GL(r,R) and A−1 =: (aij)ki,j=1 : U → GL(r,R) are

smooth. Using A−1A = Ik we write
k∑
ℓ=1

aiℓaℓj = δij
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For i = 1, · · · , k, define

Ei :=

k∑
j=1

aijXj ∈ X(U) for any q ∈ U

Hence for any q ∈ U , Fq =
⊕k

i=1 REi(q). Using Xj =
∑n
ℓ=1 aiℓ

∂
∂xℓ

Ei :=

k∑
j=1

aij

(
n∑
ℓ=1

ajℓ
∂

∂xℓ

)
=

k∑
ℓ=1

δiℓ
∂

∂xℓ
+

n∑
ℓ=k+1

γiℓ
∂

∂xℓ

=
∂

∂xi
+

n∑
ℓ=k+1

γiℓ
∂

∂xℓ

=⇒ [Ei, Ej ] = [
∂

∂xi
+

n∑
ℓ=k+1

γiℓ
∂

∂xℓ
,
∂

∂xj
+

n∑
ℓ=k+1

γjℓ
∂

∂xℓ
]

=

n∑
m=k+1

cijm
∂

∂xm

For any q ∈ U

[Ei, Ej ](q) ∈
n⊕

m=k+1

R
∂

∂xm
(q) =: Gq

where dimGq = n − k. Now G is completely integrable distribution of dimension n − k on U . Since F is
involutive with Ei ∈ C∞(U, F |U ), for any q ∈ U

[Ei, Ej ](q) ∈ Fq =

k⊕
i=1

REi(q)

But as vector spaces Fq ∩Gq = {0}, so
[Ei, Ej ](q) = 0

Conclusion: If F is an involutive C∞ distribution of dimension k onM , then for any p ∈M , there exists smooth
chart (U, ϕ) for ϕ = (x1, · · · , xn) of p in M and E1, · · · , Ek ∈ X(U) s.t. Ei = ∂

∂xi
+
∑n
ℓ=k+1 γ

i
ℓ
∂
∂xℓ

[Ei, Ej ] = 0 and ∀ q ∈ U Fq =

k⊕
i=1

REi(q)

The strategy is to construct new coordinates (t1, · · · , tn) on U ′ ⊂ U s.t. Ei = ∂
∂ti

for i = 1, · · · , k on U ′. Recall

Assignment 4(2): For M C∞ manifold, X,Y ∈ X(M) with [X,Y ] = 0, let p ∈M , and suppose ϕXs ◦ ϕYt (p) and
ϕYt ◦ ϕXs (p) are defined for (s, t) ∈ I × J with I, J open intervals containing 0, then one has

ϕXs ◦ ϕYt (p) = ϕYt ◦ ϕXs (p) ∀ (s, t) ∈ I × J

Hence to use this, we may assume ϕ(p) = 0 ∈ Rn. Define for V open neighborhood of 0 ∈ Rn

ψ : V ⊂ Rn →M s.t. ψ(t1, · · · , tn) := ϕE
1

t1 ◦ ϕE
2

t2 ◦ · · · ◦ ϕE
k

tk
◦ ϕ−1(0, · · · , 0, tk+1, · · · , tn)

Then ψ is a C∞ map. But for each i ∈ {1, · · · , k} one in fact has

ψ(t1, · · · , tk) = ϕE
i

ti (ψ(t1, · · · , ti−1, 0, ti+1, · · · , tk))

For fixed t1, · · · , ti−1, ti+1, · · · , tk. Integral curve of Ei are

γ(s) := ψ(t1, · · · , ti−1, s, ti+1, · · · , tn) with γ(0) = ψ(t1, · · · , ti−1, 0, ti+1, · · · , tn)

so for ψ : V ⊂ Rn →M

dψt(
∂

∂ti
) =

∂ψ

∂ti
(t1, · · · , tn) = Ei(ψ(t1, · · · , tn)) ∀t = (t1, · · · , tn) ∈ V

At t = 0, dψ0(
∂
∂ti

) =

{
Ei(p) 1 ≤ i ≤ k

∂
∂xi

(p) k + 1 ≤ i ≤ n
Hence dψ0 : T0V ∼= Rn → TpM is a linear isomorphism. There

exists open neighborhood V ′ of 0 in V ⊂ Rn, U ′ of p in M U ′ ⊂ U s.t.

ψ|V ′ : V
′ → U ′ is a C∞ diffeomorphism

Then define ϕ′ := (ψ|V ′)−1 : U ′ → V ′ ⊂ Rn with Ei = ∂
∂ti

on U ′ ⊂ U , where ϕ′ = (t1, · · · , tn).

Example 9.3 (1-dim distribution F ). For any p ∈M , there exists U open neighborhood of p in M , X ∈ X(U)
s.t. for any q ∈ U , Fq = RX(q). For k-dim distribution F , involutive iff completely integrable, this is foliation.
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10 Operation on Vector Bundles

Recall operations on vector spaces. V, W finite dimensional vector spaces of dimension r, s. Then

• V ∗ dual vector space is of dimension r

• V ⊕W direct sum dimension r + s

• V ⊗W tensor product dimension of rs

• V ⊗k = V ⊗ · · · ⊗ V k-tensor product of V , dimension of rk.

• ΛkV Wedge product, dimension
(
r
k

)
.

Let πE : E → M and πF : F → M be C∞ vector bundles of rank r, s over a C∞ manifold M . Let the fibers
be denoted as Ep := π−1

E (p) ∼= Rr and Fp := π−1
F (p) ∼= Rs for any p ∈M , i.e.,

πE : E =
⊔
p∈M

Ep →M and πF : F =
⊔
p∈M

Fp →M

Since each Ep, Fp has structure of a vector space, one may perform the above vector space operations to fibers
and define the following bundles at the set level.

• E∗ :=
⊔
p∈M E∗

p where E∗
p := (Ep)

∗.

• E ⊕ F :=
⊔
p∈M (E ⊕ F )p where (E ⊕ F )p := Ep ⊕ Fp.

• E ⊗ F :=
⊔
p∈M (E ⊗ F )p where (E ⊗ F )p := Ep ⊗ Fp.

• E⊗k :=
⊔
p∈M (E⊗k)p where (E⊗k)p := E⊗k

p .

• ΛkE :=
⊔
p∈M (ΛkE)p where (ΛkE)p := ΛkEp.

10.1 Dual Bundle

Let πE : E →M be C∞ vector bundles of rank r over a C∞ manifold M .

• As a set, let E∗ :=
⊔
p∈M E∗

p .

• As a map, let πE∗ : E∗ →M s.t. πE∗(E∗
p) := {p}.

We wish to construct πE∗ : E∗ →M a smooth vector bundle of rank r. First recall the smooth structure on E.

(i) Local Trivialization and Smooth Frame. Since πE : E → M is vector bundle of rank r, there exists
{Uα | α ∈ I} open cover of M and local trivializations

hEα : π−1
E (Uα) ⊂ E → Uα × Rr

C∞ diffeomorphisms s.t. πE = pr1 ◦ hEα . For any x ∈ Uα, h
E
α

∣∣
Ex

: Ex = π−1
E (x) → {x} × Rr are linear

isomorphisms. One shall notice that

– hEα are local trivialization iff

– hEα are isomorphisms from π−1
E (Uα) to the product vector bundle of rank r over Uα iff

– There exists C∞ frame eα1 , · · · , eαr where eαi ∈ C∞(Uα, π
−1
E (Uα)). In particular, for any x ∈ Uα,

{eαi(x)}ri=1 are defined as

eαi : Uα → π−1
E (Uα) s.t. eαi(x) = (hEα )

−1(x, ei)

where ei = (0, · · · , 1, · · · 0) are standard basis in Rr. Notice

(hEα )
−1 : Uα × Rr → π−1

E (Uα) s.t. (x, v) 7→ (x,

r∑
i=1

viei(x))

(ii) Smooth Transition Functions. On Uα ∩ Uβ , one has smooth frames {eαi(x)}ri=1 defined by hEα and
{eβi(x)}ri=1 defined by hEβ . Due to definition of vector bundle, one has the linear isomorphisms in Rr

(gEβα(x))
r
i,j=1 ∈ C∞(Uα ∩ Uβ ;GL(r,R))
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s.t.

eαj(x) =

r∑
i=1

eβi(x)g
E
βα(x)ij

or in short
eα = eβg

E
βα

with notation eα = [eα1 , · · · , eαr ] and eβ = [eβ1 , · · · , eβr ]. The gEβα corresponds to the transition functions

hEβ ◦ (hEα )−1 : (Uα ∩ Uβ)× Rr → (Uα ∩ Uβ)× Rr

via the following

hEβ ◦ (hEα )−1(x, v) = hEβ (x,

r∑
j=1

vjeαj (x))

= hEβ (x,

r∑
j=1

vj

r∑
i=1

eβi(x)g
E
βα(x)ij)

= hEβ (x,

r∑
i=1

(

r∑
j=1

vjg
E
βα(x)ij)eβi(x))

= (x, gEβα(x)v)

So the transition functions hEβ ◦ (hEα )−1 are given by

hEβ ◦ (hEα )−1(x, v) = (x, gEβα(x)v)

Now one wish to define the smooth structure on the set E∗.

(i) Local Trivialization and Smooth Frame. For smooth frames, define

e∗αi : Uα → π−1
E∗(Uα) =

⊔
x∈Uα

E∗
x ⊂ E∗

s.t. for any x ∈ Uα with eαj (x) ∈ Ex, e
∗
αi(x) ∈ (E∗)x = (Ex)

∗, we have

⟨e∗αi(x), eαj (x)⟩ = δij (11)

i.e., {e∗αi(x)}
r
i=1 is a dual basis for the dual space E∗

x w.r.t. {eαi(x)}ri=1 as basis of Ex. For local
trivializations, define

hE
∗

α : π−1
E∗(Uα) ⊂ E∗ → Uα × Rr s.t. (x,

r∑
i=1

vie
∗
αi(x)) 7→ (x, v =

v1...
vr

)

bijection. We use this bijection to equip π−1
E∗(Uα) with topology and a smooth structure s.t. the map hE

∗

α

is C∞ diffeomorphism. Then π−1
E∗(Uα) is a C∞ manifold of dimension n + r where n = dimM . Indeed

πE∗ = pr1 ◦ hE
∗

α for any x ∈ Uα and E∗
x
∼= Rr.

(ii) Smooth Transition Functions. On Uα ∩ Uβ ̸= ∅, recall

eαj (x) =

r∑
i=1

eβi(x)g
E
βα(x)ij ∈ Ex

Then by our definition of e∗βk (11)

⟨e∗βk(x), eαj (x)⟩ =
r∑
i=1

δikg
E
βα(x)kj = gEβα(x)kj

=⇒ e∗βk(x) =

r∑
i=1

gEβα(x)kie
∗
αi(x)

=

r∑
i=1

e∗αi(x)
(
gEβα(x)

)T
ik

:=

r∑
i=1

e∗αi(x)g
E∗

αβ (x)ik

=⇒ (gE
∗

βα )
−1 = gE

∗

αβ = (gEβα)
T
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Now
gE

∗

βα = ((gEβα)
T )−1 : Uα ∩ Uβ → GL(r,R) is C∞ map

The transition map

hE
∗

α ◦
(
hE

∗

β

)−1

: Uα ∩ Uβ × Rr → Uα ∩ Uβ × Rr

is given by

hE
∗

α ◦
(
hE

∗

β

)−1

(x, v) =
(
x, gE

∗

αβ (x)v
)
=
(
x, (gEβα)

T (x)v
)

while its inverse is given by

hE
∗

β ◦
(
hE

∗

α

)−1

(x, v) =
(
x, gE

∗

βα (x)v
)
=
(
x, ((gEβα)

T )−1(x)v
)

The above smooth structures gives

πE∗ : E∗ →M is C∞ vector bundle of rank r

10.2 Other Operations

Similarly, for {eαi}ri=1 C
∞ frame of E|Uα := π−1

E (Uα) and {fαj}sj=1 C
∞ frame of F |Uα := π−1

F (Uα)

• {eαi}ri=1 ∪ {fαj}sj=1 is C∞ frame of (E ⊕ F )|Uα .

• {eαi ⊗ fαj | 1 ≤ i ≤ r, 1 ≤ j ≤ s} is C∞ frame of (E ⊗ F )|Uα .

• {eαi1 ∧ · · · ∧ eαik | 1 ≤ i1 ≤ · · · ≤ ik ≤ r} is C∞ frame of (ΛkE)
∣∣
Uα

for k ≤ r.
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11 Tensor Bundles

11.1 Tensor and Forms

Definition 11.1 (Cotangent Bundle). Let M be C∞ manifold with dimension n. Let p ∈M

• A cotangent vector at p ∈M is a vector in T ∗
pM := (TpM)∗.

• T ∗
pM is the cotangent vector space at p.

• T ∗M := (TM)∗ =
⊔
p∈M T ∗

pM a C∞ vector bundle of rank n is the cotangent bundle.

Definition 11.2 ((r, s)-tensor and s-form). Let M be C∞ manifold with dimension n.

• T rs (M) := (TM)⊗r ⊗ (T ∗M)⊗s is C∞ vector bundle of rank nr+s. A C∞ (r, s)-tensor on M is a C∞

section of T rs (M).
Space of smooth (r, s)-tensors on M := C∞(M,T rs (M))

• ΛsT ∗M is C∞ vector bundle of rank
(
n
k

)
. A C∞ s-form on M is a C∞ section of ΛsT ∗M ⊂ T 0

sM =
(T ∗M)⊗s.

Ωs(M) := C∞(M,ΛsT ∗M)

is the space of C∞ s-forms on M .

Remark 11.1. Given smooth manifold M .

• f ∈ C∞(M) is (0, 0)-tensor.

• X ∈ X(M) is (1, 0)-tensor.

• 1-form are exactly (0, 1)-tensors.

• s-forms are examples of (0, s)-tensors.

Example 11.1 (Differential of smooth function). Let M be smooth manifold of dimension n. Let p ∈ M and
(U, ϕ) a C∞ chart around p where ϕ = (x1, · · · , xn). Let f ∈ C∞(U), then its differential df

dfp : TpU → R ∈ T ∗
pU

and satisfies

⟨df, ∂

∂xi
⟩ = ∂f

∂xi
∈ C∞(U)

Hence df is (0, 1)-tensor, or equivalently, 1-form.

Example 11.2 (dxi, tensors and forms in local coordinates). We pass to local coordinates. Let (U, ϕ) be C∞

chart for M with ϕ = (x1, · · · , xn) for xi ∈ C∞(U).

(i) The differentials of coordinate functions {dxi} are smooth sections of T ∗M |U = T ∗U → U s.t.

dxi : U → T ∗M |U s.t. p 7→ (dxi)p : TpM → Tϕ(p)R ∼= R

(dxi)p(
∂

∂xj
(p)) :=

∂xi
∂xj

= δij

where { ∂
∂xj

} is C∞ frame of TM |U = TU . Hence {dxi} is the C∞ dual frame of T ∗M |U = T ∗U .

(ii) For any f ∈ C∞(U) one writes

df =

n∑
i=1

∂f

∂xi
dxi

More generally, on U , C∞ vector fields as (1, 0)-tensors are

n∑
i

ai
∂

∂xi

where ai ∈ C∞(U), and C∞ 1 -forms as (0, 1)-tensors are∑
i

aidxi

where ai ∈ C∞(U).
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(iii) C∞ (r, s)-tensors are ∑
1≤i1,··· ,ir≤n
1≤j1,··· ,js≤n

ai1,··· ,irj1,··· ,js
∂

∂xi1
⊗ · · · ⊗ ∂

∂xir
⊗ dxj1 ⊗ · · · ⊗ dxjs (12)

for ai1,··· ,irj1,··· ,js ∈ C∞(U). And C∞ s-form is∑
1≤j1,··· ,js≤n

aj1,··· ,jsdxj1 ∧ · · · ∧ dxjs

with convection dx1 ∧ dx2 = dx1 ⊗ dx2 − dx2 ⊗ dx1.

11.2 Pullback and Pushforwards

Definition 11.3 (Pullback of (0, s)-tensor under C∞ map). Let M, N smooth manifolds. ϕ : M → N C∞

map.

(i) dϕp : TpM → Tϕ(p)N . One get pullback dual map dϕ∗p : T
∗
ϕ(p)N → T ∗

pM s.t.

dϕ∗p(Y )(X) := Y (dϕp(X)) ∀ X ∈ TpM and Y ∈ T ∗
ϕ(p)N

which generalizes to s inputs

(dϕ∗p)
⊗s : (T 0

sN)ϕ(p) = (T ∗
ϕ(p)N)⊗s → (T 0

sM)p = (T ∗
pM)⊗s

s.t.

(dϕ∗p)
⊗s(Y1 ⊗ · · · ⊗ Ys)(X1, · · · , Xs) := (Y1 ⊗ · · · ⊗ Ys)

(
dϕ⊗sp (X1, · · · , Xs)

)
= (Y1 ⊗ · · · ⊗ Ys) (dϕp(X1), · · · , dϕp(Xs))

∀ X1 · · ·Xs ∈ TpM and Y1 · · ·Ys ∈ T ∗
ϕ(p)N .

(ii) We define the pullback of (0, s)-tensor

ϕ∗ : C∞(N,T 0
sN) → C∞(M,T 0

sM) T 7→ ϕ∗T

from (0, s)-tensor on N to (0, s)-tensor on M s.t. ∀ p ∈M

(ϕ∗T )(p) := (dϕ∗p)
⊗s (T (ϕ(p)))

where T (ϕ(p)) ∈ T 0
s (N)ϕ(p) and (dϕ∗p)

⊗s (T (ϕ(p)) ∈ T 0
s (N)ϕ(p)

)
∈ T 0

s (M)p. In particular, for T ∈ Ωs(N),
for any X1, · · · , Xs ∈ X(M)

(ϕ∗T )(X1, · · · , Xs) := T (dϕ(X1), · · · , dϕ(Xs))

One can check ϕ∗T :M → T rsM is a C∞ section using local coordinates.

(iii) The above definition works for pullback of s-forms, i.e. ϕ∗ : Ωs(N) → Ωs(M). As a particular example,
consider Ω1(N) the space of 1-forms.

(a) If f ∈ C∞(N) = Ω0(N), so df ∈ Ω1(N) as in Example 11.1. For any q ∈ N

df(q) = dfq : TqN → R s.t. df =

n∑
i=1

∂f

∂yi
dyi on V

where (y1, · · · , yn) is local coordinates on V ⊂ N open. One has the following commutative lemma

Lemma 11.1. ϕ∗df = d(ϕ∗f) ∈ Ω1(M)

Proof. For any p ∈M

(ϕ∗df)(p) = dϕ∗p(dfϕ(p)) = dfϕ(p) ◦ dϕp = d(f ◦ ϕ)p = d(ϕ∗f)(p)
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(b) If more generally take any 1-form over N with smooth frame {dyi}ni=1 in local coordinates, one has

ϕ∗dyi =

n∑
j=1

∂yi
∂xj

dxj ∈ Ω1(M)

so for the local coordinate representation,

ϕ∗(

n∑
i=1

aidyi) =

n∑
i=1

(ai ◦ ϕ) ϕ∗dyi ∈ Ω1(M)

for ai ∈ C∞(N).

Example 11.3. Let ϕ : (0,∞)× R → R2 be

ϕ(r, θ) := (r cos(θ), r sin(θ)) = (x, y) ∈ R2

We’d like to compute ϕ∗dx, ϕ∗dy and ϕ∗(dx ∧ dy). Recall ϕ∗(x) = r cos(θ) and ϕ∗(y) = r sin(θ).

1. ϕ∗(dx) = d(ϕ∗x) = d(r cos(θ)) = cos(θ)dr − r sin(θ)dθ.

2. ϕ∗(dy) = d(ϕ∗y) = d(r sin(θ)) = sin(θ)dr + r cos(θ)dθ.

3. ϕ∗(dx ∧ dy) = d(ϕ∗x) ∧ d(ϕ∗y) = r cos2(θ)dr ∧ dθ + r sin2(θ)dr ∧ dθ = rdr ∧ dθ.

We may also compute

ϕ∗(−ydx+ xdy) = −r sin(θ)(cos(θ)dr − r sin(θ)dθ) + r cos(θ)(sin(θ)dr + r cos(θ)dθ)

= r2dθ

Lemma 11.2. For M1
f→M2

g→M3

(g ◦ f)∗ = f∗g∗ : C∞(M3, T
0
s (M3)) → C∞(M1, T

0
s (M1))

Definition 11.4 (Pullback and Pushforward of (r, s)-tensor under C∞ diffeomorphism). Let M, N be smooth
manifolds with the same dimension. Let F :M → N be C∞ diffeomorphism with inverse F−1 : N →M . Note
for any p ∈M we have F (p) ∈ N .

(i) Define pullback F ∗ : C∞(N,T rs (N)) → C∞(M,T rsM) that takes (r, s)-tensor T on N to F ∗T , a (r, s)-
tensor on M

(F ∗T )(p) :=
(
dF−1

p

)⊗r ⊗ ((dFp)
∗)

⊗s
(T (F (p)))

for T (F (p)) ∈ (T rsN)F (p) = (TF (p)N)⊗r ⊗ (T ∗
F (p)N)⊗s. One can check F ∗T :M → T rsM is a C∞ section

using local coordinates.

(ii) Define pushforward
F∗ := (F−1)∗ : C∞(M,T rsM) → C∞(N,T rsN)

Lemma 11.3. For M1
F→M2

G→M3 C
∞ diffeomorphism.

(G ◦ F )∗ = G∗ ◦ F ∗

Example 11.4. Let M = {(r, θ) | r > 0, |θ| < π
2 } and F :M → R2 s.t. F (r, θ) = (r cos(θ), r sin(θ)). Consider

the pullback of tensor field A = 1
x2 dy ⊗ dy by F

F ∗A =
1

r2 cos2(θ)
d(r sin(θ))⊗ d(r sin(θ))

=
1

r2 cos2(θ)
(sin(θ)dr + r cos(θ)dθ)⊗ (sin(θ)dr + r cos(θ)dθ)

=
tan2(θ)

r2
dr ⊗ dr +

tan(θ)

r
(dr ⊗ dθ + dθ ⊗ dr) + dθ ⊗ dθ
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11.3 Lie Derivatives of Tensors

We discuss Lie Derivative LX on (r, s)−tensors for X ∈ X(M).

Definition 11.5 (Lie Derivative on Tensors). Given X ∈ X(M) for M C∞ manifold. We want to define
LX : C∞(M,T rsM) → C∞(M,T rsM) s.t. T 7→ LXT extending

LX : C∞(M) → C∞(M) s.t. f 7→ LXf = Xf on (0, 0)− tensor

LX : X(M) → X(M) s.t. Y 7→ LXY := [X,Y ] on (1, 0)− tensor

• Approach 1. We want to define LX : Ω1(M) → Ω1(M) (0, 1)-tensors by requiring that it is R-linear and
satisfies the following Leibnitz rule: For any

α ∈ Ω1(M) ∈ C∞(M,T ∗M = T 0
1 (M)) and Y ∈ X(M) = C∞(M,TM = T 1

0 (M))

note α(Y ) ∈ C∞(M) s.t.

α(Y )(p) = α(p)(Y (p)) ∈ R for α(p) : TpM → R

The Leibnitz rule is

LX(α(Y )) = (LXα)(Y ) + α(LXY )

(LXα)(Y ) = LX(α(Y ))− α(LXY )

= X(α(Y ))− α([X,Y ])

The only way to define LX is as following

– Define LX : Ω1(M) → Ω1(M) s.t. For any

α ∈ Ω1(M) ∈ C∞(M,T ∗M = T 0
1 (M)) and Y ∈ X(M) = C∞(M,TM = T 1

0 (M))

(LXα)(Y ) = X(α(Y ))− α([X,Y ])

– tensor product
LX(S ⊗ T ) = (LXS)⊗ T + S ⊗ (LXT )

this extends to tensors of any type.

• Approach 2. Given X ∈ X(M) we want to define LXT where T is (r, s)-tensor on M , using the local flow
of X. For any p ∈M , there exists open neighborhood U of p in M , for ε > 0

ϕt : U
C∞

→ M t ∈ (−ε, ε)

Define (
L̃XT

)
(p) :=

d

dt

∣∣∣∣
t=0

(ϕ∗tT ) (p)

where (−ε, ε) C
∞

→ (T rsM)p = (TpM)⊗r ⊗ (T ∗
pM)⊗s maps t 7→ (ϕ∗tT )(p). We have seen that

(L̃Xf)(p) = X(p)f ∀ f ∈ C∞(M)

(L̃XY )(p) = [X,Y ](p) ∀ Y ∈ X(M)

Claim: L̃XT = LXT for any T tensor on M of any type (r, s). It suffices to check that

(a) (L̃Xα)(Y ) = X(α(Y ))− α([X,Y ]) for any

α ∈ Ω1(M) ∈ C∞(M,T ∗M = T 0
1 (M)) and Y ∈ X(M) = C∞(M,TM = T 1

0 (M))

(b)
L̃X(S ⊗ T ) = (L̃XS)⊗ T + S ⊗ (L̃XT )

To do so, one use local flow {
ϕ∗t (α(Y )) = ϕ∗t (α)ϕ

∗
t (Y )

ϕ∗t (α(S ⊗ T )) = ϕ∗t (S)⊗ ϕ∗t (T )

and take derivative d
dt

∣∣
t=0

to determine uniquely.
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Lemma 11.4. For ω ∈ Ωk(M), τ ∈ Ωℓ(M) and X ∈ X(M)

LX(ω ∧ τ) = (LXω) ∧ τ + ω ∧ (LXτ)

Lemma 11.5. For ω ∈ Ωk(M), f ∈ C∞(M) and X ∈ X(M)

LX(fω) = LX(f)ω + f(LXω) = (Xf)ω + fLXω

Lemma 11.6 (Leibnitz Rule for Lie Derivative). For any ω ∈ Ωs(M), X ∈ X(M) and Y1, · · · , Ys ∈ X(M)

LX(ω(Y1, · · · , Ys)) = (LXω)(Y1, · · · , Ys) +
s∑
i=1

ω(Y1, · · · , Yi−1, [X,Yi], Yi+1, · · · , Ys)

Example 11.5. Let ω = −ydx + xdy ∈ Ω1(R2), and X = −y ∂
∂x + x ∂

∂y ∈ X(S1). We want to compute LXω.
Using that LX is a derivation and LX commutes with d

LX(−ydx+ xdy) = −LX(ydx) + LX(xdy)

= −(LX(y)dx+ yLX(dx)) + (LX(x)dy + xLX(dy))

= −LX(y)dx− yd(LX(x)) + LX(x)dy + xd(LX(y))

it suffices to compute

LX(x) = −yL ∂
∂x
(x) + xL ∂

∂y
(x) = −y

LX(y) =

(
−y ∂

∂x
+ x

∂

∂y

)
y = x

so
LX(−ydx+ xdy) = −xdx+ ydy − ydy + xdx = 0

Example 11.6. Let A ∈ C∞(M,T 0
2 (M)) be covariant 2-tensor field for M with dimension n. Let V ∈ X(M).

We wish to compute LVA in local coordinates. First note LV (dx
i) = d(LV x

i) = d(V xi) = dV i =
∑n
k=1

∂V i

∂xk
dxk.

LV (Aijdx
i ⊗ dxj) = LV (Aij)dx

i ⊗ dxj +Aij(d(V x
i)⊗ dxj + dxi ⊗ d(V xj))

=

(
V Aij +Akj

∂V k

∂xi
+Aik

∂V k

∂xj

)
dxi ⊗ dxj

11.4 Exterior and Interior derivatives on Forms

We discuss exterior and interior derivatives on forms. Let LX : Ωs(M) → Ωs(M) be Lie derivative on s-forms.

Definition 11.6 (Exterior Derivative on forms). d : Ωs(M) → Ωs+1(M) is exterior derivative if it is R-linear
and satisfies

(a) For any f ∈ C∞(M) = Ω0(M), df ∈ Ω1(M), df(p) = dfp : TpM → Tf(p)R ∼= R where df(X) = X(f) for
X ∈ X(M), i.e., df is the differential of f .

(b) For any f ∈ Ω0(M) we have df ∈ Ω1(M) and d(df) = 0

(c) For α ∈ Ωr(M) and β ∈ Ωs(M)

d(α ∧ β) = dα ∧ β + (−1)rα ∧ dβ

In local coordinates (U, ϕ) C∞ chart on M . For α ∈ Ωs(M), on U

α =
∑

1≤j1,··· ,js≤n

aj1,··· ,jsdxj1 ∧ · · · ∧ dxjs

for aj1,··· ,js ∈ C∞(U). Then we compute

dα = d

 ∑
1≤j1,··· ,js≤n

aj1,··· ,jsdxj1 ∧ · · · ∧ dxjs


=

∑
1≤j1,··· ,js≤n

daj1,··· ,js ∧ dxj1 ∧ · · · ∧ dxjs

=
∑

1≤j1,··· ,js≤n

n∑
k=1

∂aj1,··· ,js
∂xk

dxk ∧ dxj1 ∧ · · · ∧ dxjs
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Proposition 11.1. Let d be the exterior derivative.

(i) ddω = 0 for any ω ∈ Ωs(M).

(ii) For F :M → N C∞ map, for any ω ∈ Ωs(N)

d(F ∗ω) = F ∗(dω) ∈ Ωs+1(M)

This is naturality of d that it commutes with pullbacks d ◦ F ∗ = F ∗ ◦ d

(iii) For X ∈ X(M) and ω ∈ Ω(M)
d(LXω) = LX(dω) ∈ Ωs+1(M)

so d commutes with Lie derivatives d ◦ LX = LX ◦ d

(iv) For α ∈ Ωs(M) and X0 · · ·Xs ∈ X(M)

(dα)(X0 · · ·Xs) =

s∑
i=0

(−1)iXi

(
α(X0, · · · , X̂i, · · · , Xs)

)
+

∑
0≤i<j≤s

(−1)i+jα
(
[Xi, Xj ], X0, · · · , X̂i, · · · , X̂j , · · · , Xs

)
or in short, for α ∈ Ω1(M), X, Y ∈ X(M)

(dα)(X,Y ) = Xα(Y )− Y α(X)− α([X,Y ]) (13)

Proof for Prop 11.1 (iv) Ω1(M) case. By linearity in R, it suffices to assume α = fdg where f, g ∈ C∞(U) for
U open set on M .

(dα)(X,Y ) = (df ∧ dg)(X,Y ) = df(X)dg(Y )− dg(X)df(Y ) = (Xf)Y g − (Xg)Y f

Xα(Y ) = X((fdg)(Y )) = X(f)dg(Y ) + fX(dg(Y )) = (Xf)Y g + fX(Y g)

Y α(X) = Y (fdg(X)) = Y fXg + fY (Xg)

α([X,Y ]) = fdg(XY − Y X) = fXY g − fY Xg

Example 11.7. • Let f ∈ C∞(R3), then

df =
∂f

∂x
dx+

∂f

∂y
dy +

∂f

∂z
dz

• Let α = Adx+Bdy + Cdz for A, B, C ∈ C∞(R3). Then

dα = dA ∧ dx+ dB ∧ dy + dC ∧ dz

=

(
∂A

∂x
dx+

∂A

∂y
dy +

∂A

∂z
dz

)
∧ dx+

(
∂B

∂x
dx+

∂B

∂y
dy +

∂B

∂z
dz

)
∧ dy +

(
∂C

∂x
dx+

∂C

∂y
dy +

∂C

∂z
dz

)
∧ dz

= −∂A
∂y

dx ∧ dy + ∂A

∂z
dz ∧ dx+

∂B

∂x
dx ∧ dy − ∂B

∂z
dy ∧ dz − ∂C

∂x
dz ∧ dx+

∂C

∂y
dy ∧ dz

=

(
∂B

∂x
− ∂A

∂y

)
dx ∧ dy +

(
∂C

∂y
− ∂B

∂z

)
dy ∧ dz +

(
∂A

∂z
− ∂C

∂x

)
dz ∧ dx

• Let α = Cdx ∧ dy +Ady ∧ dz +Bdz ∧ dx for A, B, C ∈ C∞(R3)

dα = dC ∧ dx ∧ dy + dA ∧ dy ∧ dz + dB ∧ dz ∧ dx

=
∂C

∂z
dz ∧ dx ∧ dy + ∂A

∂x
dx ∧ dy ∧ dz + ∂B

∂y
dy ∧ dz ∧ dx

=

(
∂A

∂x
+
∂B

∂y
+
∂C

∂z

)
dx ∧ dy ∧ dz

Since d2 = 0, this is to say for any f ∈ C∞(M), curl(∇f) = 0, and for any X ∈ X(R3), div(curl(X)) = 0.

Definition 11.7 (Interior Derivative on forms). X ∈ X(M). Define interior derivative

iX : Ωs(M) → Ωs−1(M) s.t. α ∈ Ωs(M) 7→ iXα ∈ Ωs−1(M)

by satisfying the following
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• iXf = 0 for any f ∈ C∞(M).

• (iXα)(Y1, · · · , Ys−1) = α (X,Y1, · · · , Ys−1) for Y1, · · · , Ys−1 ∈ X(M).

Proposition 11.2. Let iX denote interior derivative

(i) iX ◦ iXω = 0 for any ω ∈ Ωs(M)

(ii) α ∈ Ωr(M), β ∈ Ωs(M)
iX(α ∧ β) = iXα ∧ β + (−1)rα ∧ iXβ

(iii) Cartan’s formula.
d ◦ iX + iX ◦ d = LX

Lemma 11.7. For any ω ∈ Ωs(M), X, Y ∈ X(M)

LX(iY ω)− iY (LXω) = i[X,Y ]ω
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12 Riemannian Metric

Let M be C∞ manifold.

Definition 12.1 (Riemannian Metric). A Riemannian Metric onM is a C∞ (0, 2)-tensor g onM s.t. ∀ p ∈M ,
g(p) ∈ T ∗

pM ⊗ T ∗
pM

g(p) : TpM × TpM → R defines an inner product s.t. (v1, v2) 7→ g(p)(v1, v2)

• g(p)(v1, v2) = g(p)(v2, v1)

• g(p)(v, v) > 0 if v ̸= 0

Let n = dimM . Then the tensor bundle T 0
2M = T ∗M ⊗ T ∗M = S2T ∗M ⊗ Λ2T ∗M splits into product of

symmetric and anti-symmetric tensor bundles, with rank n(n+1)
2 and n(n−1)

2 respectively.
For any p ∈M ,

• (S2T ∗M)p = {symmetric bilinear forms on TpM}

• (Λ2T ∗M)p = {skew-symmetric bilinear forms on TpM}

and g ∈ C∞(M,S2T ∗M) = {C∞ symmetric (0, 2)-tensors}.
The pair (M, g) is a Riemannian manifold.

In local coordinates, let (U, ϕ) be C∞ chart for M with ϕ = (x1, · · · , xn).

dxidxj :=
dxi ⊗ dxj + dxj ⊗ dxi

2
∈ C∞(U, S2 T ∗M |U )

So {dxidxj | 1 ≤ i ≤ j ≤ n} is C∞ frame of S2 T ∗M |U = S2T ∗U . Recall that on the other hand

{dxi ∧ dxj := dxi ⊗ dxj − dxj ⊗ dxi | 1 ≤ i ≤ j ≤ n}

is C∞ frame of Λ2 T ∗M |U . One may write

dx2i = dxidxi = dxi ⊗ dxi

And on U
g =

∑
ij

gijdxi ⊗ dxj =
∑
ij

gijdxidxj gij = gji

For dimM = 2 with (x1, x2),
g = g11dx

2
1 + 2g12dx1dx2 + g22dx

2
2

Example 12.1 (Euclidean and Polar coordinates). Let M = Rn with Euclidean metric

g0 =

n∑
i=1

dx2i =
∑
ij

gijdxidxj

so gij = δij =

{
1 i = j
0 i ̸= j

• For R2 with (x, y) = (r cos(θ), r sin(θ)), one may write in polar coordinates

g0 = dx2 + dy2 = (cos(θ)dr − r sin(θ)dθ)2 + (sin(θ)dr + r cos(θ)dθ)2 = dr2 + r2dθ2

• For R3 with (x, y, z) = (ρ sin(ϕ) cos(θ), ρ sin(ϕ) sin(θ), ρ cos(ϕ)) for ρ > 0, θ ∈ (0, 2π) and ϕ ∈ (0, π).

g0 = dx2 + dy2 + dz2

= (sin(ϕ) cos(θ)dρ− ρ sin(θ) sin(ϕ)dθ + ρ cos(ϕ) cos(θ)dϕ)2 + (sin(ϕ) sin(θ)dρ+ ρ cos(θ) sin(ϕ)dθ + ρ cos(ϕ) sin(θ)dϕ)2

+ (cos(ϕ)dρ− ρ sin(ϕ)dϕ)2

= dρ2 + ρ2dϕ2 + ρ2 sin2(ϕ)dθ2

One may also do for smooth frames
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• On R2, dx2 + dy2 = dr2 + r2dθ2. We have { ∂
∂x ,

∂
∂y} orthonormal with

⟨ ∂
∂x
,
∂

∂x
⟩ = 1 = ⟨ ∂

∂y
,
∂

∂y
⟩ ⟨ ∂

∂x
,
∂

∂y
⟩ = 0

We have
∂

∂r

1

r

∂

∂θ
on R2 \ {0}

as orthonormal basis

• On R3, dx2 + dy2 + dz2 = dρ2 + ρ2dϕ2 + ρ2 sin2(ϕ)dθ2 with orthonormal frame { ∂
∂x ,

∂
∂y ,

∂
∂z}. One has

∂

∂ρ
,

1

ρ

∂

∂ϕ
,

1

ρ sin(ϕ)

∂

∂θ
on open dense subset U ⊂ R3

as orthonormal basis.

Definition 12.2 (pullback of Riemannian metric). (M, g) Riemannian manifold. If f : M ′ → M is C∞ map
from C∞ manifold M ′ to M . Then f∗g is a C∞ symmetric (0, 2)-tensor on M ′. Moreover, for f∗g to define
an inner product so that it equips a Riemannian metric on M ′, we have the following equivalent conditions: For
any p ∈M ′, for any v ̸= 0 ∈ TpM

′

(f∗g)(v, v) := g(p)(dfp(v), dfp(v)) > 0

iff for any p ∈M ′,
dfp : TpM

′ → Tf(p)M is injective

iff f is an immersion

Remark 12.1. If (M, g) is Riemannian manifold and M ′ ⊂M a C∞ manifold, i :M ′ →M inclusion map as
C∞ embedding. Then (M ′, i∗g) is a Riemannian submanifold. For any p ∈M ′ ⊂M ,

(i∗g)(p) : TpM
′ × TpM

′ → R

is the restriction of g(p) : TpM × TpM → R.

Example 12.2 (Canonical metric on Sn(r)). Sn(r) := {(x1, · · · , xn+1) ∈ Rn+1 |
∑n+1
i=1 x

2
i = r2} ⊂ Rn+1 for

r > 0. Define ir : Sn(r) → Rn+1 inclusion.

gS
n(r)
can := i∗rg0 = i∗r(dx

2
1 + · · · dx2n+1)

defines canonical metric on the round sphere of radius r. For n = 3

g0 = dρ2 + ρ2dϕ2 + ρ2 sin2(ϕ)dθ2

One has
gS

2(r)
can = i∗rg0 = r2(dϕ2 + sin2(ϕ)dθ2) ∀ (ϕ, θ)

local coordinates on U ⊂ S2(r) open.

Definition 12.3. f : (M1, g1) → (M2, g2) is a C∞ map between two Riemannian manifolds.

• We say f is an isometric immersion if f is an immersion and f∗g2 = g1.

• We say f is an isometric embedding if f is an embedding and f∗g2 = g1.

• We say f is an isometry (local isometry) if f is a diffeomorphism (local diffeomorphism) and f∗g2 = g1

Example 12.3. ir : (Sn(r), gS
n(r)
can ) 7→ (Rn+1, g0) is an isometric embedding.

Example 12.4. A ∈ GL(n,R). LA : Rn → Rn linear isomorphism x =

x1...
xn

 7→ Ax is C∞ diffeomorphism.

For g0 =
∑n
i=1 dx

2
i , when is LA an isometry between (Rn, g0)? i.e., when is L∗

Ag0 = g0?. Note for A = (aij),
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(Ax)i =
∑
j aijxj

L∗
Axi =

∑
j

aijxj

L∗
Adxi = d(L∗

Axi) =
∑
j

aijdxj

L∗
Ag0 = L∗

A(

n∑
i=1

dx2i ) =
∑
i,j,k

(aijdxj)(aikdxk) =

n∑
j,k=1

(
n∑
i=1

aijaik

)
dxjdxk

=

n∑
j,k=1

(
ATA

)
jk
dxjdxk

So L∗
Ag0 = g0 iff ATA = Tn iff A ∈ O(n). For b ∈ Rn, Tb : Rn → Rn s.t. x 7→ x + b. Here T ∗

b xi = xi + bi,
T ∗
b dxi = dxi and T

∗
b g0 = g0.

Theorem 12.1. f : (Rn, g0) → (Rn, g0) is an isometry iff

f(x) = Ax+ b for A ∈ O(n) and b ∈ Rn

i.e., f is a rigid motion.

Observe that, A ∈ O(n + 1) and LA : (Rn+1, g0) → (Rn+1, g0) is an isometry and LA(Sn) = Sn. So LA :
(Sn, gcan) → (Sn, gcan) is an isometry.

gcan = i∗g0 L∗
Ag0 = L∗

Ag0

Theorem 12.2. f : (Sn, gcan) → (Sn, gcan) is an isometry iff f : Sn → Sn is f(x) = Ax for some A ∈ O(n+1).

Example 12.5. f : R → S1 = {(x, y) ∈ R2 | x2 + y2 = 1}
i∗

⊂ R2 where f(t) := (cos(t), sin(t)). So

f∗gS
1

can = f∗i∗(dx2 + dy2) = (d(cos(t)))2 + (d(sin(t)))2 = (− sin(t)dt)2 + (cos(t)dt)2 = dt2

f : (R, dt2) → (S1, gcan) is a local isometry, and in fact a covering map.

Definition 12.4 (Product Metric). If (M1, g1) and (M2, g2) are Riemannian manifolds, then

g1 × g2 := π∗
1g1 + π∗

2g2

is a Riemannian metric on M1 ×M2. For any pi ∈Mi, T(p1,p2)(M1 ×M2) = Tp1M1 ⊕ Tp2M2 so that

g1 × g2(p1, p2)|T(p1×p2)(M1×M2)
= g1(p1)|Tp1M1

⊕ g2(p2)|Tp2M2

i.e., the product metric writes

(g1×g2)(p1,p2) : T(p1,p2)(M1×M2)×T(p1,p2)(M1×M2) → R s.t. ⟨(u1, u2), (v1, v2)⟩ = ⟨u1, v1⟩+⟨u2, v2⟩ ∀ ui, vi ∈ TpiMi

Example 12.6. f : (Rn, g0 = dt21 + · · · dt2n) →
(
Tn := S1 × · · · × S1, gcan × · · · × gcan

)
⊂ (R2n, g0) the flat

n-torus.
f(t1, · · · , tn) = (cos(t1), sin(t1), · · · , cos(tn), sin(tn))

f is a local isometry.
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13 Volume, Length and Distance

13.1 Volume

Riemannian metric gives rise to volume, length and distance.

Definition 13.1 (Volume Form). A volume form on a C∞ manifold M of dimension n is a nowhere vanishing
C∞ n-form ν ∈ Ωn(M) = C∞(M,ΛnT ∗M)

Lemma 13.1. Let M be C∞ manifold. Then the following are equivalent:

• There exists a volume form ν ∈ Ωn(M) on M

• ΛnT ∗M is trivial.

• M is orientable.

Hence a volume form ν ∈ Ωn(M) determines an orientation on M . ν1 and ν2 volume forms determine the
same orientation iff ν1 = ρν2 for some ρ ∈ C∞(M) with ρ > 0.

Proof of Existence of Volume form implies orientable. Suppose ν ∈ Ωn(M) is a volume form on M . We may
choose C∞ atlas {(Uα, ϕα) | α ∈ I} where ϕα = (xα1 , · · · , xαn) on M s.t., on Uα

ν = aαdx
α
1 ∧ · · · ∧ dxαn aα ∈ C∞(Uα) aα > 0

On Uα ∩ Uβ
ν = aβdx

β
1 ∧ · · · ∧ dxβn = aαdx

α
1 ∧ · · · ∧ xαn

For
ϕβ ◦ ϕ−1

α : ϕα(Uα ∩ Uβ) → ϕβ(Uα ∩ Uβ) (xα1 , · · · , xαn) 7→ (xβ1 (x
α
1 , · · · , xαn), · · · )

Hence

dxβ1 ∧ · · · ∧ dxβn =

∑
j1

∂xβ1
∂xαj1

dxαj1

 ∧ · · · ∧

∑
jn

∂xβn
∂xαjn

dxαjn


=⇒ det(d(ϕβ ◦ ϕ−1

α )) = det(
∂xβi
∂xαj

)

=⇒ aβdx
β
1 ∧ · · · ∧ xβn = aβ det(d(ϕβ ◦ ϕ−1

α ))dxα1 ∧ · · · ∧ dxαn
= aαdx

α
1 ∧ · · · ∧ dxαn

=⇒ det(d(ϕβ ◦ ϕ−1
α )) =

aβ
aα

> 0

Proposition 13.1 (Orientable implies Existence of compatible volume form). Suppose (M, g) is an oriented
Riemannian manifold. Then there exists a unique volume form ν ∈ Ωn(M) where n = dimM which is compatible
with g and the orientation. In fact, in local coordinates

νg(p) =
√
det(gij)(dx1 ∧ · · · ∧ dxn)(p)

Remark 13.1. For any p ∈ M , let (e1, · · · , en) be an ordered orthonormal basis of (TpM, ⟨·, ·⟩p) where
⟨ej , ej⟩p = δij is the inner product defined by g(p). Let {(Uα, ϕα) | α ∈ I} be the atlas defining the given
orientation. For p ∈ Uα, one has coordinates ϕα = (xα1 , · · · , xαn). (e1, · · · , en) is compatible with the orientation
in the sense that

ei =

n∑
j=1

aij
∂

∂xαj
(p) A = (aij) det(A) > 0

Hence
(dxα1 ∧ · · · ∧ dxαn)p (e1, · · · , en) > 0

Let (e∗1, · · · , e∗n) be ordered basis of T ∗
pM dual to (e1, · · · , en). Then

ν(p) = e∗1 ∧ · · · ∧ e∗n ∈ ΛnT ∗
pM

iff ν(p)(e1, · · · , en) = 1 for any ordered orthonormal basis (e1, · · · , en) of (TpM, ⟨·, ·⟩p) compatible with the
orientation.

⟨ej , ej⟩p = g(p)(ei, ej) = δij g(p) =

n∑
i=1

e∗i ⊗ e∗i
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Proof of 13.1. For Existence, for any p ∈ M , define ν(p) := e∗1 ∧ · · · ∧ e∗n as above. (U, ϕ) is C∞ chart on M
compatible with the orientation for ϕ = (x1, · · · , xn). On U , gij =

∑
ij gijdxidxj for gij = gji ∈ C∞(U). Let

p ∈ U , let (e1, · · · , en) be the orthonormal basis of TpM compatible with the orientation. Then

∂

∂xi
(p) =

n∑
j=1

bijej B = (bij) ∈ GL(n,R) det(B) > 0

Then

gij(p) = ⟨ ∂

∂xi
(p),

∂

∂xj
(p)⟩

= ⟨
∑
k

bikek,
∑
ℓ

bjℓeℓ⟩

=
∑
k,ℓ

bikbjℓδkℓ

=
∑
k

bikbjk = (BBT )ij

=⇒ ν(p)(
∂

∂x1
(p), · · · , ∂

∂xn
(p)) = ν(p)

∑
j

b1je1, · · · ,
∑
j

bnjen


= det(B)ν(p)(e1, · · · , en) = det(B)

ν(p) = det(B)(dx1 ∧ · · · ∧ dxn)

=
√
det(gij)(dx1 ∧ · · · ∧ dxn)(p)

using det(gij(p)) = det(BBT ) = (detB)2. Now on U with g =
∑
ij gijdxidxj , ν =

√
det(gij)dx1 ∧ · · · ∧ dxn.

We write νg = ν.

Example 13.1. S2(r) = r2(dϕ2 + sin2(ϕ)dθ2) with (ϕ, θ) = (x1, x2). Here(
g11 g12
g21 g22

)
=

(
r2 0
0 r2 sin2(ϕ)

)
=⇒ det(g) = r4 sin2(ϕ)

So ν =
√

det(g)dϕ ∧ dθ = r2 sin(ϕ)dϕ ∧ dθ. Hence

V ol(S2(r), gS
2(r)
can ) =

ˆ 2π

0

ˆ π

0

r2 sinϕdϕdθ = 4πr2

13.2 Length

Definition 13.2 (Length). For (M, g) Riemannian manifold, γ : [a, b] →M is a C∞ curve for −∞ < a < b <
∞. For any t ∈ (a, b), γ′(t) ∈ Tγ(t)M .

|γ′(t)|g(γ(t)) =
√

⟨γ′(t), γ′(t)⟩ =
√
g(γ(t))(γ′(t), γ′(t))

Define

ℓg(r) :=

ˆ b

a

|γ′(t)| dt

Recall f : (M, g) → (N,h) is isometric immersion, iff for any p ∈M ,

⟨v1, v2⟩p = ⟨dfp(v1), dfp(v2)⟩f(p)

the former defined by g(p) and the latter defined by h(f(p)). Then for any γ : [a, b] → M C∞ curve, f ◦ γ :
[a, b] → N is also C∞ curve. Moreover

ℓg(γ) = ℓh(f ◦ γ)

Example 13.2. H = {(x, y) ∈ R2 | y > 0}. g0 = dx2+dy2 Euclidean metric. h = dx2+dy2

y2 is hyperbolic metric.

For γ1 : [x0, x1] → H s.t. γ1(t) := (t, y0) and γ2 : [y0, y1] → H s.t. γ2(t) = (x0, t), then

γ′1(t) =
∂

∂x
(γ(t)) γ′2(t) =

∂

∂y
(γ(t))
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Then

g0(x, y)

(
a
∂

∂x
+ b

∂

∂y
, c
∂

∂x
+ d

∂

∂y

)
= ac+ bd

h(x, y)

(
a
∂

∂x
+ b

∂

∂y
, c
∂

∂x
+ d

∂

∂y

)
=
ac+ bd

y2

|γ′1(t)|g0 = 1 = |γ′2(t)|g0

|γ′1(t)|h =

√
1

y20
=

1

y0

|γ′2(t)|h =
1

t

ℓg0(γ1) =

ˆ x1

x0

|γ′1(t)|g0 dt =
ˆ x1

x0

dt = x1 − x0

ℓg0(γ2) =

ˆ y1

y0

|γ′2(t)|g0 dt =
ˆ y1

y0

dt = y1 − y0

ℓh(γ1) =

ˆ x1

x0

dt

y0
=
x1 − x0
y0

ℓh(γ2) =

ˆ y1

y0

dt

t
= log(y1)− log(y0) = log(

y1
y0

)

Let λ > 0 ϕλ : H → H s.t.
ϕλ(x, y) = (λx, λy)

so

ϕ∗x = λx ϕ∗dx = λdx

ϕ∗λg0 = ϕ∗λ(dx
2 + dy2) = λ2(dx2 + dy2) = λ2g0

ℓg0(ϕλ ◦ γ) = λℓg0(γ)

ϕ∗λh = ϕ∗λ

(
dx2 + dy2

y2

)
=
λ2dx2 + λ2dy2

λ2y2
= h

Hence for any λ > 0, ϕλ : (H,h) → (H,h) is an isometry.

13.3 Distance

More generally if γ : [a, b] → [a, b] is a piecewise C∞ curve s.t. γ : [a, b] → M is continuous. i.e., let
a = t0 < t1 < · · · < tk−1 < tk = b we have

γ|[ti,ti+1]
C∞ i = 0, · · · , k

Then γ′(t+i ) and γ
′(t−i ) exist. so

ℓg(γ) :=

k∑
i=0

ˆ ti+1

ti

|γ′(t)|g dt

Definition 13.3. Let (M, g) be a connected Riemannian manifold. Then for any p, q ∈ M , there exists
γ : [0, 1] →M piecewise C∞ curve s.t.

γ(0) = p γ(1) = q

We define the distance between p, q determined by g to be

dg(p, q) := inf{ℓg(t) | γ : [0, 1] →M piecewise C∞ γ(0) = p, γ(1) = q} ∈ [0,∞)

Then

• dg(p, q) = dg(q, p) and dg(p, p) = 0

• dg(p, q) + dg(q, r) ≥ dg(p, r).

In fact, if M is Hausdorff, then dg(p, q) = 0 =⇒ p = g, Then (M,dg) is a metric space.

Example 13.3 (Bugged-eyed Line). M = (R× {0, 1}) / ((x, 0) ∼ (x, 1) except for x = 0). Euclidean metric
dx2 on R. Define π : R× {0, 1} → M as the projection. There exists a unique metric g on M s.t. π∗g = dx2.
Now [0, 0] ̸= [0, 1] in M but dg([0, 0], [0, 1]) = 0.
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Lemma 13.2. If f : (M1, g1) → (M2, g2) is an isometry, then

dg2(f(p), f(q)) = dg1(p, q) ∀p, q ∈M1

Proposition 13.2. For x, y ∈ Rn with g0 = dx21 + · · ·+ dx2n

dg0(x, y) = |x− y| =

√√√√ n∑
i=1

(xi − yi)2

Proof. dg0(x, x) = 0. Suppose x ̸= y, let d = |x − y| > 0. Then there exists A ∈ O(n) s.t. upon rotation,
A(x− y) = (d, 0, · · · , 0). Then since translation by y is an isometry and that rotation by O(n) is isometry

dg0(x, y) = dg0(x− y, 0) = dg0(A(x− y), 0) = dg0((d, 0, · · · , 0), 0)
= dg0((0, · · · , 0), (d, 0, · · · , 0))

It remains to show that dg0((0, · · · , 0), (d, 0, · · · , 0)) = d. Consider γ : [0, 1]
C∞

→ Rn smooth curve so

γ(t) = (x1(t), · · · , xn(t)) γ(0) = (0, · · · , 0), γ(1) = (d, 0, · · · , 0)

Then

ℓg0(γ) =

ˆ 1

0

|γ′(t)|g0 dt =
ˆ 1

0

√
x′1(t)

2 + · · ·+ x′n(t)
2 dt ≥

ˆ 1

0

|x′1(t)| dt

≥
ˆ 1

0

x′1(t) dt = d− 0 = d

= ℓg0(γ0)

where γ0(t) = (dt, 0, · · · , 0) so γ(0) = 0 and γ(1) = (d, 0, · · · , 0). In fact if ϕ : (Rn, g0) → (Rn, g0) is any
isometry, then

|ϕ(x)− ϕ(y)| = |x− y|
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14 Discrete Group Action

Let G be a group acting on M , where M is

• a set

• a topological space

• a topological manifold

• a C∞ manifold

• a C∞ manifold equipped with a Riemannian metric g.

Denote M/G as set of G-orbits, where M/ ∼ s.t.

x1 ∼ x2 iff ∃ g ∈ G s.t. x2 = gx1

• For M a set, π :M →M/G is a surjective map.

• ForM a topological space, π :M →M/G equipsM/G with the quotient topology. Hence π is a surjective
continuous map.

• For M topological manifold, when is M/G also a topological manifold?

• When does M/G admit a C∞ structure s.t. π :M →M/G is C∞ manifold?

• When does M/G admit a Riemannian metric ĝ s.t.

π : (M, g) → (M/G, ĝ)

is a local isometry?

14.1 Group Action on Set

Definition 14.1 (Left/Right Group Action on Set). Let G be a group and M be a set. A left (right) action of
G on M is a map

ϕ : G×M →M s.t. ϕ(g, x) ≡ g · x (x · g)

where for any g ∈ G, the map
ϕg :M →M s.t. ϕg(x) := g · x

is a bijection s.t. the following holds

• e ∈ G identity gives ϕe :M →M identity map.

• For any g1, g2 ∈ G

1. For left action, ϕg1 ◦ ϕg2 = ϕg1g2 . In other words

g1 · (g2 · x) = (g1g2) · x ∀ x ∈M

2. For right action, ϕg1 ◦ ϕg2 = ϕg2g1 . In other words

(x · g2) · g1 = x · (g2g1) ∀ x ∈M

• In both cases, ϕg−1 ◦ ϕg = ϕe = idM =⇒ ϕg−1 = ϕ−1
g :M →M . Hence ϕg as bijection is automatic.

For any g ∈ G, it corresponds to bijection ϕg :M →M s.t. ϕg(x) = g · x on M . Hence

G→ (Perm(M), ◦)

where Perm(M) = {ϕ :M →M | ϕ is bijection} and ◦ denotes composition. We have group homomorphism

1. For Left group action

g ∈ G 7→ ϕg ∈ (Perm(M), ◦) s.t. ϕg1 ◦ ϕg2 = ϕg1g2

2. For right group action

g ∈ G 7→ ϕg−1 ∈ (Perm(M), ◦) s.t. ϕg−1
1

◦ ϕg−1
2

= ϕg−1
2 g−1

1
= ϕ(g1g2)−1
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Definition 14.2 (Free and Transitive). Let G be group and act on a set M . We assume left action.

• The G-action is Free if for any p ∈M

g · p = p ⇐⇒ g = e identity ∈ G

• The G-action is transitive if for any p, q ∈M , there exists g ∈ G s.t. g · p = q

Definition 14.3 (Stabilizer and Orbit). Let G be group and act on a set M . We assume left action. For any
p ∈M

• Gp := {g ∈ G | g · p = p} denotes the stabilizer of p ∈M .

• G · p := {g · p ∈M | g ∈ G} denotes the orbit of p ∈M .

Lemma 14.1. One has interpretations using stabilizer and orbit.

• G acts freely on M if Gp = {e} for each p ∈M .

• G acts transitively on M if M = G · p for some p ∈M , which further implies M = G · p for any p ∈M .

14.2 Group Action on Topological Space

Definition 14.4 (Continuous Group Action on Topological Space). Suppose M is a topological space and G is
a group acting on M (on the left/right). We say the action of G on M is a continuous if

∀ g ∈ G ϕg :M →M is continuous

A continuous action of a group G on a topological space M gives rise to a group homomorphism

G 7→ (Homeo(M), ◦)

where Homeo(M) := {φ :M →M | φ is homeomorphism}.

Definition 14.5 (Properly Discontinuous Group Action). Let M be topological space and let G be a group
acting continuously on M . We say the action of G on M is ‘properly discontinuous’ if for every p ∈ M , there
exists open neighborhood U of p in M s.t.

U ∩ ϕg(U) = ∅ ∀ g ∈ G \ {e}

where e denotes the identity.

Remark 14.1 (Properly Discontinuous Group Action =⇒ Free Group Action). This implies

ϕg1(U) ∩ ϕg2(U) = ∅ ∀ g1 ̸= g2 ∈ G

This further implies G acts freely on M in the sense that if p ∈M , then g · p = p iff g = e.

Proposition 14.1. Let G be a group and M be a topological space. If G acts continuously and properly
discontinuously on M , then

π :M →M/G

with M/G equipped with quotient topology is a covering map.

Proof. Let p ∈M/G and p ∈ π−1(p) ∈M . There exists neighborhood U of p s.t. ϕg1(U) ∩ ϕg2(U) = ∅ for any
g1, g2 ∈ G with g1 ̸= g2. Let U = π(U) ⊂M/G then p ∈ U and

π−1(U) =
⊔
g∈G

ϕg(U)

is disjoint union of open sets inM . Hence π−1(U) is open inM and so U is an open neighborhood of p inM/G.
Moreover, for any g ∈ G

π|ϕg(U) : ϕg(U) → U

is a homeomorphism.

Corollary 14.1. If M is topological manifold of dimension n and G is a group acting continuously and properly
discontinuously opn M , then M/G is a topological manifold of same dimension n.
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Proposition 14.2 (M/G Hausdorff). Let M be a topological space. Suppose that a group G acts continuously
and properly discontinuously on M , and if p, q ∈M are not in the same orbit of the group action, i.e.,

π(p) ̸= π(q) ∈M/G

for quotient map π :M →M/G, then

• there exists an open neighborhood U of p in M and V of q in M s.t.

U ∩ ϕg(V ) = ∅ ∀ g ∈ G \ {e}

which implies
ϕg1(U) ∩ ϕg2(U) = ∅ ∀ g1 ̸= g2 ∈ G

• M/G with the quotient topology defined by π :M →M/G is Hausdorff.

Proof. Suppose p, q ∈M/G s.t. p ̸= q. Choose p, q ∈M s.t. π(p) = p and π(q) = q. By assumption that G acts
continuously and properly discontinuously, there exists U1 open neighborhood of p in M s.t. U1 ∩ ϕg(U1) = ∅
for any g ∈ G \ {e}. Similarly thete exists V1 open neighborhood of q in M s.t. V1 ∩ ϕg(V1) = ∅ for any
g ∈ G \ {e}. Secondly, by assumption that p ̸= q, there exists U2 open neighborhood of p in M and V2 of q s.t.
U2 ∩ ϕg(V2) = ∅ for any g ∈ G \ {e}. Then define

U := π(U1 ∩ U2) V := π(V1 ∩ V2)

U is open neighborhood of p in M/G and V is open neighborhood of q in M/G where U ∩ V = ∅. Thus M/G
is Hausdorff.

14.3 Group Action on Smooth Manifold

Definition 14.6 (Smooth Group Action on Smooth Manifold). Suppose that a group G acts on a C∞ manifold
M . We say that the action is smooth if

∀ g ∈ G ϕg :M →M is C∞

Hence ϕg is C∞ diffeomorphism. We have a group homomorphism

G→ (Diff(M), ◦)

where Diff(M) = {ϕ :M →M | ϕ is C∞ diffeomorphism}. Note Diff(M) ⊂ Homeo(M) ⊂ Perm(M).

Theorem 14.1. Let M be C∞ manifold and let G be a group. If G acts on M smoothly and properly discon-
tinuously, then there exists a unique C∞ structure on M/G s.t. the covering map π : M → M/G is a local
diffeomorphism.

Proof. Let M be C∞ manifold with smooth charts {(Vi, xi)} where xi : Vi →M .

• Since G acts properly discontinuously on M , for any p ∈ M , we may choose (V, x) open chart where
x(V ) ⊂ U for U open neighborhood of M around p s.t.

U ∩ ϕg(U) = ∅ ∀ g ̸= e ∈ G

Thus π|U is injective, hence y = π ◦ x : V → M/G is injective. The family {(Vi, yi)} covers M/G. It
suffices to show for any y1 = π ◦ x1 : V1 → M/G and y2 = π ◦ x2 : V2 → M/G s.t. y1(V1) ∩ y2(V2) ̸= ∅,
we have y−1

1 ◦ y2 smooth.

• Let πi := π|xi(Vi). Let q ∈ y1(V1)∩y2(V2) and r = y−1
2 (q) = x−1

2 ◦π−1
2 (q). Let W ⊂ V2 be a neighborhood

of r s.t. (π2 ◦ x2)(W ) ⊂ y1(V1) ∩ y2(V2). Then the restriction of y−1
1 ◦ y2 to W is given by

y−1
1 ◦ y2

∣∣
W

= x−1
1 ◦ π−1

1 ◦ π2 ◦ x2

It suffcies to show π−1
1 ◦ π2 is smooth at p2 = π−1

2 (q).

• Let p1 = π−1
1 ◦ π2(p2) then p1 and p2 are equivalent in M , hence there exists g ∈ G s.t. gp2 = p1. Thus

the restriction π−1
1 ◦ π2

∣∣
x2(W )

coincides with the diffeomorphism ϕg|x2(W ). Since G acts smoothing on

M , we know it is smooth at p2.
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14.4 Group Action on Riemannian Manifold

Definition 14.7 (Isometric Group Action on Riemannian Manifold). Let (M, g) be a Riemannian manifold
and let G be a group acting on M smoothly. We say this G-action on (M, g) is isometric w.r.t. the given
Riemannain structure if

∀ a ∈ G ϕa : (M, g) → (M, g) is an isometry, i.e., ϕ∗ag = g

Theorem 14.2 (Existence of Riemannian Metric ĝ on M/G). Let (M, g) be a Riemannian manifold. Let G
be group. If G acts on (M, g) smoothly, properly discontinuously, and isometrically, then there exists a unique
Riemannian metric ĝ on M/G s.t.

π : (M, g) → (M/G, ĝ)

is a local isometry, i.e., π∗ĝ = g.

Definition 14.8 (Metric on (M/G, ĝ)). Notice for any p ∈M/G, for any p ∈ π−1(p) ∈M ,

dπp : TpM → Tp(M/G)

is a linear isomorphism. In particular
dπ−1

p : Tp(M/G) → TpM

is injective. We define
ĝ(p)(v1, v2) := g(p)(dπ−1

p (v1), dπ
−1
p (v2))

This is well-define independent of p.

Example 14.1. G = {±1} ∼= Z/2Z acts on (Sn, gcan) s.t. for any g ∈ G, ϕg : Sn → Sn mapping x 7→ g · x.
Here the only choice is ϕ±1(p) = ±p for any p ∈ Sn ⊂ Rn+1. Then G acts smoothly, isometrically and properly
discontinuously on (Sn, gcan). There exists unique Riemannian metric ĝ on Pn(R) = Sn/{±1} s.t.

π : (Sn, gcan) → (Pn(R), ĝ)

is a local isometry π∗ĝ = gcan and a covering map of degree 2. In particular for n = 1,

π : (S1, gcan) → (P1(R), ĝ) ∼=
(
S1(

1

2
), g

1
2
can

)
diffeomorphic to circle of radius a half. To see this, we consider

(R, dt) (R2, dx2 + dy2)

(S1, gcan) (S1( 12 ), g
1
2
can)

π1

π2

π

i1 i2

Here

π1(t) = (cos(t), sin(t))

π2(t) = (
1

2
cos(2t),

1

2
sin(2t))

π∗
1gcan = (i1 ◦ π1)∗(dx2 + dy2) = (− sin(t)dt)2 + (cos(t)dt)2 = dt2

π∗
2g

1
2
can = (i2 ◦ π2)∗(dx2 + dy2) = (− sin(2t)dt)2 + (cos(2t)dt)2 = dt2

Example 14.2. G = (Zn,+) acts on (Rn, g0 =
∑
i dx

2
i ) by

ϕm(x) := x+m

for any m ∈ Zn. This action is smooth and isometric and properly discontinuous. Then there exists a unique
Riemannian metric ĝ on Rn/Zn s.t. π is a local isometry

π : (Rn, g0) → (Rn/Zn, ĝ) ∼=
((

S1(
1

2π
)

)n
, g

1
2π
can × · · · × g

1
2π
can

)
is diffeomorphic to flat torus. In particular for n = 1, π(t) := ( 1

2π cos(2πt), 1
2π sin(2πt)). Thus

π∗g
1
2π
can = (i ◦ π)∗(dx2 + dy2) = (− sin(2πt)dt)2 + (cos(2πt)dt)2 = dt2
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Definition 14.9 (Orientation preserving map). Let f : M1 → M2 be a local diffeomorphism between oriented
C∞ manifolds. We say f is orientation preserving if for any p ∈ M1, there exists smooth chart (U, ϕ) for M1

around p that is compatible with the orientation on M1, then f : U → f(U) ⊂M2 is a diffeomorphism

M1 U

M2 f(U) ϕ(U) Rn

⊇open

f
ϕ

⊇open ϕ◦f−1

⊆open

where (f(U), ϕ ◦ f−1) is a C∞ chart for M2 around f(p) compatible with the orientation on M2.

Theorem 14.3. Let M be an oriented C∞ manifold and let G be a group. If G acts on M smoothly, properly
discontinuously and for any g ∈ G, ϕg :M →M is orientation preserving, then there exists a unique orientation
on M/G s.t. π :M →M/G is orientation preserving.
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15 Lie Group

Definition 15.1 (Lie Group). A Lie group is a group G with the structure of a C∞ manifold s.t.

λ : G×G→ G s.t. (x, y) 7→ xy−1

is a C∞ map.

Remark 15.1. Given Lie Group G, its smooth structure satisfies the following

• Inverse. G→ G s.t. x 7→ x−1 is a C∞ map.

• Multiplication. G×G→ G s.t. (x, y) 7→ xy is a C∞ map.

• Left Multiplication. For any x ∈ G, Lx : G→ G s.t. y 7→ Lx(y) := xy is a C∞ map.

• Right Multiplication. For any x ∈ G, Ly : G→ G s.t. y 7→ Rx(y) := yx is a C∞ map.

Example 15.1. We have a sequence of examples.

• (Rn,+)

• (GL(n,R), ◦) with global coordinates (aij), and group action given by matrix multiplication.

– The manifold GL(n,R) has connected component GL(n,R)+ = {A ∈ GL(n,R) | det(A) > 0} as a
connected Lie Group.

– The Special Linear Group SL(n,R) = {A ∈ GL(n,R) | det(A) = 1} ⊂ GL(n,R) is Lie subgroup of
GL(n,R).

– The Orthogonal Group O(n) = {A ∈ GL(n,R) | ATA = In} and the Special Orthogonal Group
SO(n) = O(n) ∩ SL(n,R) are Lie Subgroups of GL(n,R).

• (GL(n,C), ◦) with global coordinates (aij) with values in C, and group action by matrix multiplication.

– The Unitary Group U(n) := {A ∈ GL(n,C) | A∗A = A
T
A = In}

– and the Special Unitary Group SU(n) := {A ∈ U(n) | detA = 1}

15.1 Left/Right/Bi-invariant Tensor

Definition 15.2 (Left/Right/Bi-Invariant Tensors). Let G be Lie group.

• A tensor T on G is left-invariant if

L∗
xT = T ⇐⇒ (Lx)∗T = T ∀ x ∈ G

due to (Lx)∗ = ((Lx)
−1)∗ = (Lx−1)∗.

• A tensor T on G is right-invariant if

R∗
xT = T ⇐⇒ (Rx)∗T = T ∀ x ∈ G

• We say T is bi-invariant if it is both left invariant and right invariant.

Remark 15.2. Given Lie group G. If T is either left or right invariant on G, then T is determined by the
value T (e), i.e., the value of T at the identity e ∈ G.

• A function f ∈ C∞(G) = C∞(G,T 0
0G) is left or right invariant iff f is constant.

• A vector field X ∈ X(G) = C∞(G,T 1
0 (G))

1. left invariant iff
X(x) = d(Lx)e(X(e)) ∀ x ∈ G

2. right invariant iff
X(x) = d(Rx)e(X(e)) ∀ x ∈ G
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Remark 15.3 (Evaluation Map as Linear Isomorphism to (T rsG)e). Given G Lie group. Then a tensor T on
G is an element of

T ∈ C∞(G,T rsG) = {smooth (r, s) - tensors on G}

Write ẽve as evaluation map of the tensor at the identity element e ∈ G

ẽve : C
∞(G,T rsG) → (T rsG)e

and its restriction eve on either Left/Right/Bi-invariant Tensors as

eve : {left/right/bi invariant (r, s)-tensors on G} → (T rsG)e

• For left-invariant tensors, the diagram commutes

{left invariant (r, s)-tensors on G}

C∞(G,T rsG) (T rsG)e

T T (e)

eve⊇R−Linear Subspace

ẽve

∈ ∈

where
(T rsG)e = (TeG)

⊗r ⊗ (T ∗
eG)

⊗s ∼= R(dimG)r+s

Observation:

eve : {left invariant (r, s)-tensors on G} → (T rsG)e is a R− linear isomorphism (14)

– Injectivity. If T is left invariant, then for any x ∈ G,

TeG TxG

T ∗
xG T ∗

eG

(dLx)e

(dL−x)x

(dLx)
∗
e

(dL−x)
∗
x

– Notice for any x ∈ G,
T (x) = ((dLx)e)

⊗r ⊗ ((dLx)
∗
x)

⊗s (T (e))

• Similarly, for right-invariant

{right invariant (r, s)-tensors on G}
eve∼= (T rsG)e as linear isomorphism

• However, for Bi-invariant tensors on G

{bi invariant (r, s)-tensors on G} eve→ (T rsG)e

The evaluation maps is only injective linear map. The image is

{ξ ∈ (T rsG)e | ξ is invariant under the adjoint action }

15.2 Left/Right-Invariant Vector Fields as Lie-Subalgebra

We first recall the definition for F−related vector fields.

Definition 15.3 (F -related smooth vector fields). Let F : M
C∞

→ N between smooth manifolds M and N .
X ∈ X(M), Y ∈ X(N). We say X and Y are F -related if for any p ∈M

dFp(X(p)) = Y (F (p))

Lemma 15.1 (Equivalence for F -related). Given F :M
C∞

→ N , and X ∈ X(M), Y ∈ X(N)

• X and Y are F -related iff
X(F ∗f) = F ∗(Y (f)) ∀ f ∈ C∞(N)
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• If F is diffeomorphism, then X and Y are F -related iff

Y = F∗X

Lemma 15.2 (F-related preserves Lie-Bracket). For F : M
C∞

→ N where X1, X2 ∈ X(M) and Y1, Y2 ∈ X(N)
and Xi, Yi are F -related. Then [X1, X2] and [Y1, Y2] are F -related.

Proof. Let f ∈ C∞(N)

[X1, X2](F
∗f) = X1(X2(F

∗f))−X2(X1(F
∗f))

= X1(F
∗(Y2(f)))−X2(F

∗(Y1(f)))

= F ∗(Y1(Y2(f)))− F ∗(Y2(Y1(f))) = F ∗[Y1, Y2](f)

Corollary 15.1. F :M
C∞

→ N is smooth diffeomorphism, hence pushforward under F

F∗ : X(M) → X(N) X 7→ F∗X

defines X and F∗X as F -related vector fields. Thus

F∗[X1, X2] = [F∗X1, F∗X2]

One realize that Left/Right-invariant vector fields are automatically La/Ra-related to themselves for any a ∈ G.

Definition 15.4 (Left/Right Invariant Vector Field). G Lie Group.

X(G)L := {Left Invariant C∞ vector fields on G}
X(G)R := {Right Invariant C∞ vector fields on G}

Lemma 15.3. Using (14) we have R-linear isomorphism

• TeG = g ∼= X(G)L described by

ξ → (XL
ξ )(x) := (dLx)e(ξ) ∀ x ∈ G

where XL
ξ is the unique left invariant vector field on G s.t. XL

ξ (e) = ξ.

• TeG = g ∼= X(G)R described by

ξ → (XR
ξ )(x) := (dRx)e(ξ) ∀ x ∈ G

where XR
ξ is the unique right invariant vector field on G s.t. XR

ξ (e) = ξ.

Lemma 15.4 (TeG as Lie-subalgebra of X(G) w.r.t. Lie-Bracket). For X, Y ∈ X(G)L

• [X,Y ] ∈ X(G)L. This is because for any a ∈ G,

(La)∗[X,Y ] = [(La)∗X, (La)∗Y ] = [X,Y ]

• This shows that X(G)L ∼= TeG = g ⊂ X(G) is a Lie-subalgebra of (X(G), [·, ·]) where we define

[·, ·] : TeG× TeG→ TeG (ξ, η) 7→ [XL
ξ , X

L
η ](e)

Definition 15.5 (g). The Lie Algebra g of G is defined to be TeG equipped with the above [·, ·].

Similarly, for X, Y ∈ X(G)R

• [X,Y ] ∈ X(G)R.

• X(G)R ∼= TeG = g ⊂ X(G) with Lie Bracket forms Lie-subalgebra

[·, ·] : TeG× TeG→ TeG (ξ, η) 7→ [XR
ξ , X

R
η ](e)

Proposition 15.1 (Trivial TG). The Tangent Bundle of a Lie Group G is trivial, i.e. TG has a global
trivialization. In fact

T rsG = (TG)⊗r ⊗ (T ∗G)⊗s

is a trivial vector bundle for any r, s ∈ Z≥0.
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Proof. Let ξ1, · · · , ξn be a basis of g = TeG. Then XL
ξ1
, · · · , XL

ξn
forms a global C∞ frame of TG. This is

because for any x ∈ G, g → TxG s.t. ξ 7→ XL
ξ (x) = (dLx)e(ξ) is a linear isomorphism. Define the map

ϕ : G× g → TG s.t. (x, ξ) 7→ (x,XL
ξ (x)) (15)

Notice ϕ is a C∞ diffeomorphism. Then ϕ−1 : TG→ G× g is a global trivialization of TG.

Example 15.2. Let G = (Rn,+). For any a1, · · · , an ∈ R, the vector field

n∑
i=1

ai
∂

∂xi

is bi-invariant. We have

X(G)L = X(G)R = {
n∑
i=1

ai
∂

∂xi
| (a1, · · · , an) ∈ Rn} ∼= Rn

Then the Lie bracket [·, ·] on TeG = g = T0Rn = Rn is trivial. The map (15) is given by

ϕ : Rn × Rn → TRn (x, y) 7→ (x,

n∑
i=1

yi
∂

∂xi
)

Example 15.3. Let G = GL(n,R) = {A ∈ Mn(R) | detA ̸= 0}. Recall g = gl(n,R) = Mn(R) ∼= Rn2

. Then
for any A ∈ G, define map

LA : G ⊂Mn(R) → G s.t. B 7→ AB

and consequently
(dLA)In : TInG

∼=Mn(R) → TAG ∼=Mn(R) (dLA)In(ξ) = Aξ

(dRA)In : TInG
∼=Mn(R) → TAG ∼=Mn(R) (dRA)In(ξ) = ξA

We see hence, for A = (aij) ∈ GL(n,R) and ξ = (ξij) ∈ gl(n,R) = Mn(R), where ∂
∂aij

are global C∞ vector

fields on GL(n,R), we have

XL
ξ (A) = Aξ =

n∑
i,j=1

(
n∑
k=1

aikξkj

)
∂

∂aij

XR
ξ (A) = ξA =

n∑
i,j=1

(
n∑
k=1

ξikakj

)
∂

∂aij

The map ϕ (15) is given by

ϕ : G× g = GL(n,R)× gl(n,R) → TG = GL(n,R)× gl(n,R) (A, ξ) 7→ (A,Aξ)

If moreover H is a Lie subgroup of G = GL(n,R) and h = TeH is the Lie subalgebra, ϕ restricts to

ϕ|H×h : H × h ⊂ G× g → TH ⊂ TG

• Let H = SL(n,R) = {A ∈ GL(n,R) | detA = 1}. Then h = sl(n,R) = {ξ ∈ gl(n,R) | Trξ = 0}. Note

TSL(n,R) = {(A, ξ) ∈ GL(n,R)×Mn(R) | det(A) = 1,Tr(A−1ξ) = 0}

and we have
ϕ : SL(n,R)× sl(n,R) → TSL(n,R) (A, ξ) 7→ (A,Aξ)

• Let H = O(n) or H = SO(n). Note In ∈ SO(n) ⊂ O(n) and

h = so(n) := {ξ ∈Mn(R) | ξT + ξ = 0} = TInO(n) = TInSO(n)

Also note

TSO(n) = {(A, ξ) ∈ GL(n,R)×Mn(R) | ATA = In, 0 = (A−1ξ) + (A−1ξ)T = AT ξ + ξTA}

hence we have

ϕ : SO(n)× so(n) → TSO(n) (A, ξ) 7→ (A,Aξ)
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15.3 Integral Curve and Local Flow of Left/Right Invariant Vector Fields

Lemma 15.5. For F : M
C∞

→ N , X ∈ X(M) and Y ∈ X(N) F -related. If γ is integral curve of X, F ◦ γ is
integral curve of Y .

Proof.

(F ◦ γ)′(t) = (dF )γ(t)(γ
′(t))

= (dF )γ(t)(X(γ(t)))

= Y (F (γ(t))) = Y (F ◦ γ(t))

Corollary 15.2. Let G be a Lie group.

• If γ be integral curve of X ∈ X(G)L. Then for any a ∈ G, La ◦ γ is an integral curve of (La)∗X = X.

• Similarly, if γ is integral curve of X ∈ X(G)R, then Ra ◦ γ is an integral curve of (Ra)∗X = X.

Definition 15.6 (Local Flow of Left/Right-Invariant Vector Field). Let G be a Lie group. ξ ∈ g = TeG. Then

• let ϕLξ denote the local flow of XL
ξ ∈ X(G)L

• and ϕRξ denote the local flow of XR
ξ ∈ X(G)R.

Remark 15.4. Indeed by Local Existence Theory of integral curve 8.1, there exists ε > 0, an open neighborhood
V of e and

ϕLξ : (−ε, ε)× V
C∞

→ G

such that {
∂
∂tϕ

L
ξ (t, x) = XL

ξ (ϕ
L
ξ (t, x))

ϕLξ (0, x) = x

Lemma 15.6 (Left/Right multiplication preserves left/right invariant integral curves). Let G be a Lie group.
ξ ∈ g = TeG.

• Let ϕLξ be local flow of XL
ξ . For any a ∈ G

La ◦ ϕLξ (t, x) = ϕLξ (t, La(x))

i.e.
aϕLξ (t, x) = ϕLξ (t, ax)

• Let ϕRξ be local flow of XR
ξ . For any a ∈ G

Ra ◦ ϕRξ (t, x) = ϕRξ (t, Ra(x))

i.e.
ϕRξ (t, x)a = ϕRξ (t, xa)

This is to say left(right) multiplication by ‘a’ carries an integral curve of left(right) invariant vector field to
another integral curve of such vector field.

Proof. By uniqueness of local integral curve, it suffices to show{
(La ◦ ϕLξ )(0, x) = ax

d
dt (La ◦ ϕ

L
ξ )(t, x) = XL

ξ ((La ◦ ϕLξ )(t, x))

The first item is true due to
(La ◦ ϕLξ )(0, x) = a · ϕLξ (0, x) = ax

The second is true due to

d

dt
(La ◦ ϕLξ )(t, x) = d(La)ϕLξ (t,x)(

d

dt
ϕLξ (t, x))

= d(La)ϕLξ (t,x)
(
XL
ξ (ϕ

L
ξ (t, x))

)
= XL

ξ (La ◦ ϕLξ (t, x))
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Proposition 15.2. Let G be a Lie group. ξ ∈ g = TeG. Then ϕLξ and ϕRξ are defined on R×G.

Proof. We prove for ϕLξ . There exists ε > 0 and V open neighborhood of e in G s.t.

(ϕLξ )t : V → G x 7→ ϕLξ (t, x)

is defined for any t ∈ (−ε, ε). Since for any a ∈ G, from Lemma 15.6

(ϕLξ )t(ax) = (aϕLξ )t(x) ⇐⇒ (ϕLξ )t ◦ La(x) = La ◦ (ϕLξ )t(x)

We have
ϕLξ : La(V ) → G

defined for any t ∈ (−ε, ε) for any a ∈ G. Thus by arbitrariness of a ∈ G

(ϕLξ )t(x) = ϕLξ (t, x)

is defined for any t ∈ (−ε, ε) for any x ∈ G. Thus

(ϕLξ )nt(x) = (ϕLξ )t ◦ · · · ◦ (ϕLξ )t(x)

is defined for any t ∈ (−ε, ε), for any n ∈ Z>0 and for any x ∈ G. Thus

(ϕLξ )t(x)

is defined for any t ∈ R and for any x ∈ G.

Example 15.4. Take G = GL(n,R) or any Lie subgroup of GL(n,R) (e.g. SL(n,R), O(n), SO(n)), for any
ξ ∈ g

XL
ξ (A) = Aξ XR

ξ (A) = ξA

and moreover
ϕLξ (t, A) = A exp(tξ) ϕRξ (t, A) = exp(tξ)A

where exp(B) =
∑∞
n=0

Bn

n! for any B ∈Mn(R). We use such observation to extend notion of exponential to any
Lie Group.

Definition 15.7 (Exponential Map). For G Lie group and g = TeG Lie algebra of G. Define

exp : g → G s.t. ξ 7→ ϕLξ (1, e)

where e is the identity for G.

Remark 15.5. Note for any t ∈ R and ξ ∈ g

exp(tξ) = ϕLtξ(1, e) = ϕLξ (t, e)

and for any x ∈ G
ϕLξ (t, x) = xϕLξ (t, e) = x exp(tξ)

Thus
(ϕLξ )t = Rexp(tξ) : G→ G

15.4 Left/Right/Bi-Invariant Riemannian Metric

Definition 15.8 (Left/Right-invariant Riemannian Metric). As special case to Definition 15.2, let G be Lie
group and g ∈ C∞(G,S2T ∗G) be Riemannian metric on G. We say

• g is Left-invariant if
(Lx)

∗g = g ⇐⇒ (Lx)∗g = g ∀ x ∈ G

iff
Lx : (G, g) → (G, g) is an isometry ∀ x ∈ G

• g is right-invariant if
(Rx)

∗g = g ⇐⇒ (Rx)∗g = g ∀ x ∈ G

iff
Rx : (G, g) → (G, g) is an isometry ∀ x ∈ G
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Remark 15.6. Let G be Lie group and g be Riemannian metric on G. We have one-to-one correspondence
between

{left-invariant metrics on G} ⇐⇒ {Inner-products on TeG}

1. g is left-invariant iff

g(x)(U, V ) = g(e) (d(Lx−1)xU, d(Lx−1)xV ) ∀ x ∈ G, U, V ∈ TxG

2. g is right-invariant iff

g(x)(U, V ) = g(e) (d(Rx−1)xU, d(Rx−1)xV ) ∀ x ∈ G, U, V ∈ TxG

We shall illustrate not every Lie group G admits a bi-invariant metric.

Example 15.5. Let
G = {g : R → R | g(t) = yt+ x x ∈ R, y ∈ (0,∞)}

be the group of proper affine linear transformations of R s.t. multiplication is defined by composition. For
g1(t) = y1x+ x1, g2(t) = y2t+ x2

g1 ◦ g2(t) := g1(y2t+ x2) + x1 = y1y2t+ (y1x2 + x1)

We may thus identity (G, ◦) with the Half plane (H, ·) where the set

H = {(x, y) ∈ R2 | y > 0} ⊂ R2

is equipped with multiplication given by

(x1, y1) · (x2, y2) := (y1x2 + x1, y1y2)

The multiplication defines a smooth map G×G → G whose identity element is e = (0, 1) and inverse is given
by (x, y)−1 = (−x

y ,
1
y ). Hence G defined a Lie group. We note that the Left group action takes the form

La,b(x, y) = (bx+ a, by) = b(x, y) + a

Hence
(dLa,b)(x,y) : T(x,y)H = R2 → T(x,y)H = R2 s.t. v 7→ bv

where the left-invariant vector fields on G takes the form

XL(G) = Ry
∂

∂x
⊕ Ry

∂

∂y
= {y(a ∂

∂x
+ b

∂

∂y
) | a, b ∈ R}

and the left-invariant 1-forms on (G, ◦) takes the form

R
1

y
dx⊕ R

1

y
dy = {1

y
(adx+ bdy) | a, b ∈ R}

One may also observe a left-invariant Riemannian metric on (H, ·) ∼= (G, ◦)

h =
dx2 + dy2

y2
= (

dx

y
)⊗2 + (

dy

y
)⊗2

h is in fact the unique left-invariant Riemannian metric on (H, ·) ∼= (G, ◦) s.t.

h(0, 1) = dx2 + dy2

It is easy to check that h is not right-invariant metric since

Ra,b(x, y) = (ay + x, by) ̸= (bx+ a, by)

Indeed there is no bi-invariant Riemannian metric on (H, ·) ∼= (G, ◦).

Example 15.6. Bi-invariant Riemannian metrics on (Rn,+) takes the form

n∑
i,j=1

aijdxidxj

for ai,j ∈ R where (aij) is symmetric positive definite matrix. In particular, g0 =
∑n
i=1 dx

2
i is a bi-invariant

Riemannian metric.
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Lemma 15.7. If G is compact Lie group, then there exists a bi-invariant Riemannian metric on G.

Example 15.7 (Bi-invariant metric on SO(n)). Let aij : GL(n,R) → R be entries of the matrix, hence aij are
global coordinates on GL(n,R). Let g̃n be Riemannian metric on GL(n,R) defined by

g̃n :=

n∑
i,j=1

da2ij

Let
i : SO(n) → GL(n,R)

be the inclusion map, which is smooth embedding. Then

gn = i∗g̃n (16)

is a bi-invariant Riemannian metric on SO(n).

Proof. Recall
SO(n) = {(aij) ∈ GL(n,R) | ATA = In det(A) = 1}

Given gn := i∗g̃n where g̃n :=
∑n
i,j=1 da

2
i,j is Riemannian metric defined on GL(n,R), we want to show gn is

both left and right invariant, i.e. for any B = (bi,j) ∈ SO(n), and for any A = (ai,j) ∈ SO(n)

(LB)
∗

 n∑
i,j=1

da2i,j

 =

n∑
i,j=1

da2i,j (RB)
∗

 n∑
i,j=1

da2i,j

 =

n∑
i,j=1

da2i,j

Indeed, since

LB : SO(n) → SO(n) (aij) 7→ (

n∑
k=1

bikakj)i,j

We may calculate explicityly

(LB)
∗(g̃n) =

∑
i,j

d(

n∑
k=1

bikakj)
2

=
∑
i,j

(
n∑
k=1

bikdakj

)2

=
∑
i,j

(
n∑
k=1

bikdakj

)(
n∑

m=1

bimdamj

)

=
∑
i,j

n∑
k,m=1

bikbimdakjdamj

=

n∑
k,m=1

∑
i,j

bTkibimdakjdamj

=

n∑
j=1

n∑
k=1

dakjdakj =

n∑
j,k=1

da2kj = g̃n

Similarly, since

RB : SO(n) → SO(n) (aij) 7→ (

n∑
k=1

aikbkj)i,j
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We do same calculations

(RB)
∗(g̃n) =

∑
i,j

d(

n∑
k=1

aikbkj)
2

=
∑
i,j

(
n∑
k=1

bkjdaik

)(
n∑

m=1

bmjdaim

)

=
∑
i,j

n∑
k,m=1

bkjbmjdaikdaim

=

n∑
k,m=1

∑
i,j

bTjkbmjdaikdaim

=

n∑
j=1

n∑
k=1

dajkdajk =

n∑
j,k=1

da2jk = g̃n

Theorem 15.1 (John Miler). A connected Lie Group admits a bi-invariant Riemannian metric iff it is iso-
morphic to G× Rn where G is a compact Lie Group and (Rn,+) is additive group.

15.5 Adjoint Representation

Definition 15.9 (Adjoint Representation Ad of Lie Group G). Let G be a Lie group. For any a ∈ G,

Ra−1 ◦ La : G→ G s.t. x 7→ axa−1

is a diffeomorphism. For g = TeG the Lie Sub-algebra

1. Ra−1 ◦ La(e) = e sends e to the identity e.

2. Hence we get Ad(a) := d(Ra−1 ◦ La)e : TeG→ TeG a linear isomorphism.

3. Furthermore we have a group homomorphism

Ad : G→ GL(g) s.t. a 7→ Ad(a) := d(Ra−1 ◦ La)e (17)

where GL(g) = {R− linear isomorphisms from g → g}. One may in fact generalize this to

G→ GL(g⊗r ⊗ (g∗)⊗s) = GL((T rsG)e)

‘Ad’ the representation of G is called the adjoint representation.

Remark 15.7. In particular, if G is abelian, then the adjoint representation is trivial

Ra−1 ◦ La = IdG : G→ G is the identity ∀ a ∈ G

Ad(a) = Idg : g → g ∀ a ∈ G

In this case, left invariant iff right invariant iff bi-invariant.

Example 15.8. (Rn,+) is abelian. For any a ∈ Rn

La = Ra : Rn → Rn x 7→ x+ a

with

• ∂
∂xi

∈ X(G) bi-invariant vector fields.

• dxi ∈ Ω1(G) bi-invariant 1-forms.

•
∑
i1,··· ,ir
j1,··· ,js

ai1,··· ,irj1,··· ,js
∂

∂xi1
⊗· · ·⊗ ∂

∂xir
⊗dxj1⊗· · ·⊗dxjs are bi-invariant (r, s)−tensors if ai1,··· ,irj1,··· ,js are constants.

Proposition 15.3 (Adjoint Representation ad of Lie Algebra g = TeG). Let G be a Lie group and Ad be its
adjoint representation (17). For any ξ, η ∈ g

ad(ξ)(η) :=
d

dt

∣∣∣∣
t=0

Ad(exp(tξ))η = [ξ, η]

The map
ad : g → gl(g)

is the Adjoint representation of the Lie Algebra g.
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Proof. Let XL
ξ be the unique left invariant vector field on G s.t. XL

ξ (e) = ξ ⇐⇒ XL
ξ (x) = (dLx)e(ξ). Similarly,

define XL
η . Then

[ξ, η] = [XL
ξ , X

L
η ](e) ∈ g = TeG

Let (ϕLξ )t = Rexp(tξ) : G→ G be the local flow of XL
ξ . Using (10) and then using XL

η is left-invariant

[XL
ξ , X

L
η ](e) = lim

t→0

XL
η (e)− ((ϕLξ )t)∗X

L
η (e)

t

= lim
t→0

XL
η (e)− (Rexp(tξ))∗X

L
η (e)

t

=
d

dt

∣∣∣∣
t=0

(Rexp(−tξ))∗X
L
η (e)

=
d

dt

∣∣∣∣
t=0

(
(Rexp(−tξ))∗(Lexp(tξ))∗X

L
η

)
(e)

=
d

dt

∣∣∣∣
t=0

(
(Rexp(−tξ) ◦ Lexp(tξ))∗X

L
η

)
(e)

=
d

dt

∣∣∣∣
t=0

d(Rexp(−tξ) ◦ Lexp(tξ))e(X
L
η (e))

=
d

dt

∣∣∣∣
t=0

Ad(exp(tξ))η

Example 15.9 (Adjoint Representation for General Linear Group). Let G = GL(n,R) or its subgroups. For
any A ∈ G,

R−1
A ◦ LA : G = GL(n,R) ⊂Mn(R) ∼= Rn

2

→ G B 7→ ABA−1

is linear in B, so
Ad(A) = d(R−1

A ◦ LA)In :Mn(R) →Mn(R) η 7→ AηA−1

Thus
Ad(exp(tξ))η = etξηe−tξ

and

ad(ξ)(η) = [ξ, η] =
d

dt

∣∣∣∣
t=0

etξηe−tξ = ξη − ηξ
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16 Continuous Group Action

Recall we have defined smooth group action. Let G be in particular, a Lie Group.

Definition 16.1 (Smooth Lie Group Action on smooth Manifold). Let G be Lie group and let M be a smooth
manifold. Let ϕ : G×M →M be a left action of G on M

ϕ : G×M →M ϕ(g, x) := g · x

The action is C∞ if ϕ is C∞ map, i.e.

∀ g ∈ G ϕg :M →M s.t. x 7→ g · x

is C∞ diffeomorphism.

16.1 Continuous Action of Topological Group

We want sufficient condition on ϕ : G ×M → M s.t. M/G equipped with the quotient topology is ‘nice’. To
do so, we discuss bit of point set topology.

Definition 16.2 (Topological Group). A topological group G is a group equipped with a topology (hence a
topological space) s.t.

G×G→ G (x, y) 7→ xy−1

is continuous.

Remark 16.1. That G is a topological group indeed implies both group multiplication and inversion are con-
tinuous

G→ G x 7→ x−1

G×G→ G (x, y) 7→ x · y

Definition 16.3 (Continuous Group Action on Topological Space). Let G be a topological group and let M be
a topological space. Let

ϕ : G×M →M (g, x) 7→ g · x

be a Left G-action on M . We say this action is continuous if ϕ is a continuous map, i.e.

∀ g ∈ G ϕg :M →M s.t. x 7→ g · x

is homeomorphism. Here ϕg−1 = (ϕg)
−1.

Lemma 16.1. Let G be a group equipped with the discrete topology. Then ϕ : G×M →M is continuous iff

∀ g ∈ G ϕg :M →M s.t. x 7→ g · x

is continuous.

Proof. =⇒ . If ϕ is continuous, then

ig :M → G×M s.t. x 7→ (g, x)

is continuous due to discrete topology on G. As composition, ϕg = ϕ ◦ ig is continuous.
⇐= . Suppose each ϕg is continuous. Given U ⊂M open subset, note

ϕ−1(U) =
⋃
g∈G

(
{g} × ϕ−1

g (U)
)

Since G itself is open as topological space and all ϕ−1
g (U) are open, ϕ−1(U) is open.

Recall the definition of ‘proper’.

Definition 16.4 (Proper Continuous Map). Let X, Y be topological spaces and f : X → Y be a continuous
map. We say f is proper if for any K ⊂ Y compact subset of Y , we have f−1(K) ⊂ X as compact subset of X.

Definition 16.5 (Proper Group Action). Let G be a topological group and M be a topological space. Let
ϕ : G×M →M be a continuous left G-action on M . The action is proper if

θ : G×M →M ×M s.t. θ(g, x) = (g · x, x)

is proper, i.e., for any K ⊂M ×M compact, the preimage θ−1(K) is compact.
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Proposition 16.1 (Equivalence for ‘Proper Group Action’). If G is a topological group and M is a Hausdorff
topological space, then the following conditions on a continuous group action ϕ : G×M →M are equivalent

(i) The action is proper.

(ii) For any compact set K ⊂M
Gk := {g ∈ G | ϕg(K) ∩K ̸= ∅}

is compact.

Definition 16.6 (Locally Compact). Recall M topological space is locally compact implies for any p ∈M , there
exists open neighborhood U in M and a compact subset K in M s.t. U ⊂ K.

Given topological group G acting continuously and properly on a locally compact Hausdorff topological space
M , the quotient remains Hausdorff.

Theorem 16.1. If G is a topological group, M is a locally compact Hausdorff topological space, and G acts
continuously and properly on M , then M/G equipped with the quotient topology is Hausdorff.

16.2 Smooth Lie Group Action and Smooth Fiber Bundle

Definition 16.7 (Smooth Fiber Bundle). π : E → B is a C∞ fiber bundle with total space E, base B and fiber
F if

• E, B, F are C∞ manifolds.

• π is a surjective C∞ map.

• Local Trivializations. There exists {Uα | α ∈ I} open cover of B and C∞ diffeomorphisms

hα : π−1(Uα) → Uα × F

s.t. the diagram commutes π|π−1(Uα)
= pr1 ◦ hα

π−1(Uα)

Uα × F Uα

hα
π|π−1(Uα)

pr1

Hence π is a C∞ submersion.

Example 16.1 (C∞ fiber bundles). One has some examples for fiber bundle.

• pr1 : E = B × F → B product fiber bundle.

• π : E → B C∞ vector bundle of rank r is indeed a C∞ fiber bundle with total space E, base B and fiber
Rr. But the converse is not true. This is because that π is a fiber bundle only implies the transition
functions take the form

hβ ◦ h−1
α : (Uα ∩ Uβ)× Rr → (Uα ∩ Uβ)× Rr (x, v) 7→ (x, ϕx(v))

for some ϕx : Rr → Rr C∞ diffeomorphism, but not necessarily GL(r,R).

• A covering space is a C∞ fibration with discrete fiber.

Theorem 16.2 (Quotient Manifold Theorem). Let G be a Lie Group andM be a C∞ manifold that is Hausdorff
and second countable. If G acts on M smoothly, freely and properly, then M/G equipped with quotient topology
is a topological manifold (hence dimM/G = dimM − dimG), and there exists a unique C∞ structure on M/G
s.t. the quotient map

π :M →M/G

is a C∞ fiber bundle with fiber G (hence π is a smooth submersion).

Example 16.2 (Hopf Fibration).
S1 := {z ∈ C | |z| = 1} = U(1)

is a Lie group. Let

ϕ : S1×S2n+1 → S2n+1 :=

{
(z1, · · · , zn+1) ∈ Cn+1 |

n+1∑
i=1

|zi|2 = 1

}
ϕ(λ, (z1, · · · , zn+1)) := (λz1, · · · , λzn+1)
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Then S1 acts on S2n+1 smoothly, freely and properly. The quotient map

π : S2n+1 → Pn(C) := S2n+1/S1 =
(
Cn+1 \ {0}

)
/C∗

is a C∞ fiber bundle w.r.t. the C∞ structure on S2n+1 (which agrees with the C∞ structure on S2n+1 as a
(2n + 1)-dim submanifold of Cn+1 = R2n+2) and the C∞ structure on Pn(C). Therefore the C∞ structure on
Pn(C) agrees with the C∞ structure on S2n+1/S1 given by the Quotient Manifold Theorem. Here π is a circle
bundle (fiber bundle with fiber S1) known as the Hopf Fibration.

16.3 Riemannian Submersion

Let f : (M, g) → N be a C∞ submersion (hence m = dimM ≥ n = dimN) from a Riemannian manifold (M, g)
to a C∞ manifold N .

Definition 16.8 (Horizontal Distribution). We define a horizontal distribution H := {Hp ⊂ TpM | p ∈ M}
(defined by f and g) which is a C∞ distribution of dimension n = dimN as follows.

• For any p ∈M , let q = f(p) ∈ N . By Preimage Theorem, F := f−1(q) is a C∞ submanifold of dimension
m− n where m = dimM . We have a short exact sequence of vector spaces

0 → TpF → TpM
dfp→ TqN → 0

• Define Hp to be the orthogonal complement of TpF in TpM , i.e.

Hp := {v ∈ TpM | ⟨u, v⟩p = 0 ∀ u ∈ TpF}

Hence dim Hp = n. In fact we have orthogonal decomposition w.r.t. ⟨·, ·⟩p

TpM = TpF ⊕Hp

• We check H := {Hp ⊂ TpM | p ∈M} is C∞ distribution of dimension n. Indeed, for any p ∈M

dfp|Hp : Hp

∼=→ Tf(p)N

is a linear isomorphism.

Definition 16.9 (Riemannian Submersion). Let f : (M, g) → (N,h) be a C∞ submersion between Riemannian
manifolds, and let {Hp | p ∈ M} be the horizontal distribution defined by f and g. We say f is a Riemannian
submersion if for any u, v ∈ Hp

⟨u, v⟩p = ⟨dfp(u), dfp(v)⟩f(p) (18)

where ⟨·, ·⟩p is inner product defined by g(p) and ⟨·, ·⟩f(p) is inner product defined by h(f(p)). This is equivalent
to saying

dfp|Hp : Hp → Tf(p)N

is a linear isometry (isomorphism of inner product spaces).

Theorem 16.3 (Metric on M/G for Riemannian Submersion). Suppose that a Lie group G acts on a Rieman-
nian manifold (M, g) (where M is Hausdorff and 2nd countable) smoothly, freely, properly and isometrically,
i.e.

∀ a ∈ G ϕa :M →M ϕ∗ag = g

Then there exists a unique Riemannian metric ĝ on M/G s.t.

π : (M, g) → (M/G, ĝ)

is a Riemannian Submersion, i.e.,
dπ|Hp : Hp → Tπ(p)(M/G)

is a linear isometry.

Proof. To define
ĝ(q) : Tq(M/G)× Tq(M/G) → R

pick any p ∈ π−1(q) so that

Hp

dπp|Hp∼= Tq(M/G)
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as linear isomorphism. Then we may write for any u, v ∈ Tq(M/G)

ĝ(q)(u, v) := g(p)

((
dπp|Hp

)−1

(u),
(
dπp|Hp

)−1

(v)

)
(19)

Note this is well-defined because the RHS is independent of the choice of p ∈ π−1(q), since any other p′ ∈ π−1(q)
is of the form p′ = a · p for some a ∈ G, and ϕ∗ag = g, i.e., (dϕa)p : Hp → Hϕa(p) is linear isometry. The diagram
commutes

Hp

Ha·p Tq(M/G)

(dϕa)p

dπp

dπa·p

Example 16.3. S1 acts on (S2n+1, gcan) smoothly, freely, properly and isometrically. There exists a unique
Riemannian metric ĝcan on Pn(C) s.t.

π : (S2n+1, gcan) → (Pn(C), ĝcan)

is a Riemannian Submersion. In particular, for n = 1,

π : (S3, gcan) → P1(C) ∼= S2

and moreover

(P1(C), ĝcan) ∼= (S2,
1

4
gcan)

Hence

π : S3(1) → S2(
1

2
)

is a Riemannian Submersion.

Proof for (P1(C), ĝcan) ∼= (S2, 1
4gcan). One look at commutative diagram

S3

S2 P1(C)

f
π

j

with diffeomorphism

j−1 : P1(C) → S2 s.t. [z1, z2] 7→
(

2z1z2
|z1|2 + |z2|2

,
|z2|2 − |z1|2

|z1|2 + |z2|2

)
and

f : S3 = {(z1, z2) ∈ C2 | |z1|2+|z2|2 = 1} → S2 = {(ω, z) ∈ C×R | |ω|2 = z2 = 1} s.t. (z1, z2) 7→ (2z1z2, |z2|2−|z1|2)

We’ve defined ĝcan as the unique metric on P1(C) s.t. π = j ◦ f : (S3, gcan) → (P1(C), ĝcan) is a Riemannian
submersion. To show that (P1(C), ĝcan) is isometric to (S2, 14gcan), it suffices to compute j∗ĝcan and verify that

j∗ĝcan =
1

4
gS

2(1)
can

To do so, write coordinates on S3 as {
z1 = sin(λ)eiθ1

z2 = cos(λ)eiθ2

and if we write zj = xj +
√
−1yj we have 

x1 = sin(λ) cos(θ1)
y1 = sin(λ) sin(θ1)
x2 = cos(λ) cos(θ2)
y2 = cos(λ) sin(θ2)

as coordinates on S3. We compute metric g
S3(1)
can so that

gS
3(1)
can = dλ2 + sin2(λ)dθ21 + cos2(λ)dθ22
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We use spherical metric on S2 as x = sin(ϕ) cos(θ)
y = sin(ϕ) sin(θ)
z = cos(ϕ)

and recall that
gS

2(1)
can = dϕ2 + (sin2(ϕ))dθ2

Now we look at

f : (z1, z2) = (sin(λ)eiθ1 , cos(λ)eiθ2) 7→ (2 sin(λ)eiθ1 cos(λ)e−iθ2 , cos2(λ)−sin2(λ)) = (sin(2λ)ei(θ1−θ2), cos2(λ)−sin2(λ))

But sin(2λ)ei(θ1−θ2) = sin(ϕ)eiθ in S2(1), so ϕ = 2λ and θ = θ1 − θ2

df(
∂

∂λ
) = 2

∂

∂ϕ
df(

∂

∂θ1
) =

∂

∂θ
df(

∂

∂θ2
) = − ∂

∂θ

Thus

ker(df) = R
(

∂

∂θ1
+

∂

∂θ2

)
and as its orthogonal complement, the horizontal subspace H writes

H = (ker(df))⊥ = R
∂

∂λ
⊕ R

(
cos2(λ)

∂

∂θ1
− sin2(λ)

∂

∂θ2

)
Hence

j∗ĝcan

(
∂

∂ϕ
,
∂

∂ϕ

)
= gS

3(1)
can

(
1

2

∂

∂λ
,
1

2

∂

∂λ

)
=

1

4

j∗ĝcan

(
∂

∂ϕ
,
∂

∂θ

)
= gS

3(1)
can

(
1

2

∂

∂λ
, cos2(λ)

∂

∂θ1
− sin2(λ)

∂

∂θ2

)
= 0

j∗ĝcan

(
∂

∂θ
,
∂

∂θ

)
= gS

3(1)
can

(
cos2(λ)

∂

∂θ1
− sin2(λ)

∂

∂θ2
, cos2(λ)

∂

∂θ1
− sin2(λ)

∂

∂θ2

)
= sin2(λ) cos4(λ) + cos2(λ) sin4(λ) = sin2(λ) cos2(λ) =

1

4
sin2(2λ) =

1

4
sin2(2ϕ)

Thus

j∗ĝcan =
1

4
dϕ2 +

1

4
sin2(2ϕ)dθ2 =

1

4
gS

2(1)
can

16.4 Homogeneous Spaces

Theorem 16.4 (Cartan-Von Neumann). Let G be a Lie Group, and let H be a closed subgroup of G. Then H is
a C∞ submanifold of G. Therefore H is a Lie subgroup of G, i.e., H is both a subgroup and a C∞ submanifold
of G.

Theorem 16.5. Let G be a Lie group and let H be a closed subgroup of G. From Cartan-Von Neumann, we
know H is a closed Lie subgroup of G.

(i) Then we consider the action H on G by right multiplication. This action is free, proper and smooth. The
Quotient

G/H = {aH | a ∈ G}
is the set of left cosets of H. There is a unique structure of smooth manifold on G/H s.t. the projection

π : G→ G/H

is a smooth fiber bundle with fiber H (hence π defines smooth submersion), using the Quotient Manifold
Theorem 16.2.

(ii) Let G act on G/H on the left by

G×G/H → G/H s.t. (a, bH) 7→ abH (20)

left multiplication. Note

(a, b) ∈ G×G ab ∈ G

(a, bH) ∈ G×G/H abH ∈ G/H

idG×π

m

π

Then G×G/H → G/H as in (20) is a C∞ G-action on G/H.
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Definition 16.10 (G-homogeneous Space). Let M be a C∞ manifold. Let G be a Lie Group. M is a G-
homogeneous space if G acts smoothly and transitively on M .

In fact any G-homogeneous space is the form of (20) if we consider left action.

Lemma 16.2 (Stabilizer of G-homogeneous Space). For any x ∈M , recall

Gx := {a ∈ G | a · x = x}

is the isotropy group (stabilizer) of x. Assume G Lie group and M is a G-homogeneous space.

• Using Carton-Von Neumann Gx is a closed subgroup of G, hence Gx is a Lie subgroup.

• Using G is transitive action, for any y ∈M , y = bx for some b ∈ G. So

∀ a ∈ Gy = Gb·x ⇐⇒ a · (b · x) = b · x ⇐⇒ (b−1ab) · x = x ⇐⇒ b−1ab ∈ Gx

Then Gb·x = bGxb
−1.

Theorem 16.6 (Characterisation of G-homogeneous Space). Let M be a G-homogeneous space. Let x ∈ M
and let H = Gx be the stabilizer of the G-action at x. Then the bijection

G/H →M s.t. aH 7→ a · x (21)

is a C∞ diffeomorphism.

Remark 16.2. Now for some M just a set, we identify it as transient action of some Lie Group G.

Example 16.4 (SO(n + 1)/SO(n) ∼= Sn). We run through the construction as in Theorem 16.5 with G =
SO(n+ 1) and H = SO(n). Then let SO(n+ 1) act smoothly and transitively on

Sn := {x ∈ Rn+1 | |x| = 1} where x =

 x1
...

xn+1


via

SO(n+ 1)× Sn → Sn s.t. (A, x) 7→ Ax

Hence by definition, Sn is SO(n+ 1)-homogeneous Space. Using Theorem 16.6, we expect

(i) H = SO(n) ∼= SO(n + 1)
0
...
0
1



stabilizer of column vector in Rn+1 with all 0 but 1 at the bottom, under

group action SO(n+ 1). Indeed, the stabilizer of


0
...
0
1

 is

{(
B 0
0 1

)
| B ∈ SO(n)

}
∼= SO(n)

(ii) As a consequence, Sn is diffeomorphic to SO(n+ 1)/SO(n) via (21)

SO(n+ 1)/SO(n)
∼=→ Sn ASO(n) → A


0
...
0
1


For simplicity, denote

f : Sn → SO(n+ 1)/SO(n)

as the diffeomorphism.

Example 16.5 ((SO(n+ 1)/SO(n), ĝ) ∼= (Sn, 2gcan)). In fact, (SO(n+ 1)/SO(n), ĝ) is isometric to (Sn, λgcan)
for some λ > 0 constant. On one hand, equipped with Riemannian Metric, it is easy to check SO(n + 1) acts
isometrically on (Sn, gcan). On the other hand
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(i) Recall

i : SO(n) →Mn(R) ∼=

Rn
2

,

n∑
i,j=1

da2i,j


Then as in (16)

gn := i∗

 n∑
i,j=1

da2i,j


is a bi-invariant Riemannian metric on SO(n).

(ii) Since SO(n) ⊂ SO(n+ 1) is closed subgroup, as in Theorem 16.5, (SO(n), gn) acts on (SO(n+ 1), gn+1)
smoothly, freely, properly by right multiplication.

(iii) In fact SO(n) also acts on SO(n + 1) isometrically. Then using Theorem 16.3, there exists a unique
Riemannian metric ĝ on the quotient SO(n+ 1)/SO(n) s.t.

π : (SO(n+ 1), gn+1) → (SO(n+ 1)/SO(n), ĝ)

is a Riemannian submersion. We can indeed check that SO(n + 1) acts smoothly, transitively, and iso-
metrically on (SO(n+ 1)/SO(n), ĝ) on the left.

Since SO(n+ 1) acts transitively and isometrically on both (SO(n+ 1)/SO(n), ĝ) and (Sn, gcan), it suffices to
show that

f∗ĝ = λgcan at


0
...
0
1

 ∈ Sn

which implies (SO(n+ 1)/SO(n), ĝ) is isometric to Sn(
√
λ).

Proof. We want to show
f∗ĝ = λgcan

for some λ > 0. Recall that

f−1 : SO(n+ 1)/SO(n) → Sn s.t. ASO(n) 7→ A


0
...
0
1


is a diffeomorphism. Also recall that

π : (SO(n+ 1), gn+1) → (SO(n+ 1)/SO(n), ĝ) s.t. A 7→ ASO(n)

hence

f−1 ◦ π : (SO(n+ 1), gn+1) → (Sn, gcan) s.t. A 7→ A


0
...
0
1


Also notice

TIn+1
SO(n+ 1) = {A ∈ GL(n+ 1,R) | A+AT = 0}

and

T
0
...
0
1



Sn = {v ∈ Rn+1 | v ·


0
...
0
1

 = 0} = {v ∈ Rn+1 | vn+1 = 0}
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So the differential of f−1 ◦ π at In+1 writes

d(f−1 ◦ π)In+1 : TIn+1SO(n+ 1) → T
0
...
0
1



Sn s.t. B 7→ B


0
...
0
1



and the kernel writes

Ker(d(f−1 ◦ π)In+1) = {
(
B 0
0 0

)
| B ∈ TInSO(n)} ⊂ TIn+1SO(n+ 1)

We would love to determine the Horizontal Distribution. Indeed,

HIn+1
:= Ker(d(f−1 ◦ π)In+1)

⊥ = {
(

0 v
−vT 0

)
| v ∈ Rn}

so that HIn+1
⊕Ker(d(f−1 ◦ π)In+1

) = TIn+1
SO(n+ 1). To compute f∗ĝ, we need to recall

gn+1 := i∗

 n+1∑
i,j=1

da2ij

 where i : SO(n+ 1) ↪→ GL(n+ 1,R)

We compute for any v ∈ Rn+1 s.t. vn+1 = 0. We denote v̂ := (v1, · · · , vn)T . Using (19)

f∗ĝSO(n)(v, v) = (f)∗ĝSO(n)(v, v)

= (f)∗(gn+1)In+1(dπIn+1

∣∣−1

HIn+1

(v), dπIn+1

∣∣−1

HIn+1

(v))

= (gn+1)In+1
(d(f−1 ◦ π)In+1

∣∣−1

HIn+1

(v), d(f−1 ◦ π)In+1

∣∣−1

HIn+1

(v))

= (gn+1)In+1

((
0 v̂

−v̂T 0

)
,

(
0 v̂

−v̂T 0

))
= 2

n∑
i=1

(dvi)
2 = 2gcan(v, v)

Hence f∗ĝ = 2gcan and so λ = 2.

Example 16.6 (Real/Complex Grassmannian Gk,n(R) or Gk,n(C)). As a set

Gk,n(R) := {V ⊂ Rn | V k-dimensional subspace of Rn}

In particular, G1,n(R) = Pn−1(R). Aiming for Theorem 16.6, let G = O(n) and M = Gk,n(R), here O(n) acts
transitively on Gk,n(R). For the first k coordinates Rk × {(0, · · · , 0)} ⊂ Rn, the stabilizer is

O(k)×O(n− k) =

{(
B 0
0 C

)
| B, C ∈ O(n)

}
As a set,

Gk,n(R) ∼= O(n)/O(k)×O(n− k)

the RHS is a C∞ manifold. Since

O(n)
i→Mn(R) gn = i∗(

n∑
i,j=1

da2i,j)

is a bi-invariant Riemannian metric on O(n). O(k)×O(n−k) acts smoothly, freely, properly and isometrically
on (O(n), gn). There is a unique Riemannian metric ĝ on Gk,n(R) = O(n)/O(k)×O(n− k) s.t.

(O(n), gn) → (Gk,n(R) = O(n)/O(k)×O(n− k), ĝ)

is a Riemannian submersion. In particular take k = 1 and n+ 1

Pn(R) = G1,n+1(R) =
O(n+ 1)

O(1)×O(n)
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Notice O(n+ 1)/O(n) = SO(n+ 1)/SO(n) hence

Pn(R) =
O(n+ 1)

O(1)×O(n)
=

1

{±1}
O(n+ 1)

O(n)
=

1

{±1}
SO(n+ 1)

SO(n)
=

Sn(
√
λ)

{±1}

How about Complex Grassmannian? For Gk,n(C), we replace O(n) with U(n) where

U(n) := {A ∈ GL(n,C) | A∗A = A
T
A = In}

and identify

U(n)
i→Mn(C) ∼= Cn

2 ∼= R2n2

so that for ai,j = bi,j +
√
−1ci,j

gn = i∗

 n∑
i,j=1

db2i,j + dc2i,j


Then there is unique Riemannian metric ĝ on

Gk,n(C) = U(n)/U(k)× U(n− k)

and
(U(n), gn) → (Gk,n(C), ĝ)

is Riemannian submersion.

Pn(C) =
U(n+ 1)

U(1)× U(n)
=

S2n+1(
√
λ)

U(1)

Example 16.7. Recall

π : Cn \ {0} → Pn−1(C) s.t. z = (z1, · · · , zn) 7→ [z1, · · · , zn] = Span{z1, · · · , zn}

for Φ = {(Ui, ϕi) | i = 1, · · · , n} and

Ui = {[z1, · · · , zn] | zi ̸= 0} ϕi→ Cn−1 s.t. [z1, · · · , zn] 7→
(
z1
zi
,
z2
zi
, · · · , zi−1

zi
,
zi+1

zi
, · · · , zn

zi

)
Then

Π : {A =

z11 · · · z1n
... · · ·

...
zk1 · · · zkn

 | Rank(A) = k} → Gk,n(C) s.t. A 7→ Span of row vectors of A

Here
Φ = {(UI , ϕI) | I = {i1, · · · , ik} ⊂ {1, · · · , n}, 1 ≤ i1 < · · · < ik ≤ n, |I| = k}

and

UI = Π


z11 · · · z1n

... · · ·
...

zk1 · · · zkn

 | det

z1i1 · · · z1ik
... · · ·

...
zki1 · · · zkik

 ̸= 0


For A ∈ UI ,

ϕI : [A =
(
(AI)k×k | (AI′)k×(n−k)

)
] = [(Ik | A−1

I AI′)] 7→ A−1
I AI′ ∈Mk×(n−k)(C)
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17 Connections on Vector Bundles

17.1 Connections on a C∞ Vector Bundle

Definition 17.1 (Connection on C∞ vector bundle). Let M be C∞ manifold and fix π : E →M a C∞ vector
bundle over M of rank r. A connection on E is a R-linear map

∇ : X(M)× C∞(M,E) := {C∞ sections of π : E →M} → C∞(M,E) s.t. (X, s) 7→ ∇Xs

s.t. for any X ∈ X(M), for any s ∈ C∞(M,E), and for any f ∈ C∞(M)

(i) ∇fXs = f∇Xs, i.e., C
∞(M)-linear in X.

(ii) For fixed X ∈ X(M), the map ∇X : C∞(M,E) → C∞(M,E) satisfies Leibniz Rule, i.e.,

∇X(fs) = X(f)s+ f∇Xs

Here X(M) and C∞(M,E) are C∞(M)-modules.

Remark 17.1. (i) implies given p ∈M , for any v ∈ TpM and s ∈ C∞(M,E), we may define

∇vs ∈ Ep = π−1(p) ⊂ E

Definition 17.2 (Affine Connection on smooth manifold). An affine connection on a C∞ manifold M is a
connection on the tangent bundle π : TM →M , i.e., a R-linear map

∇ : X(M)× X(M) → X(M) s.t. (X,Y ) 7→ ∇XY

s.t. for any X, Y, Z ∈ X(M) and f, g ∈ C∞(M)

(i) ∇fX+gY Z = f∇XZ + g∇Y Z, C
∞(M)-linear.

(ii) Leibniz Rule, for fixed X ∈ X(M)
∇X(fY ) = X(f)Y + f∇XY (22)

Lemma 17.1. If E and F are C∞ vector bundles on a C∞ manifold M and ϕ : C∞(M,E) → C∞(M,F ) is
C∞(M)-linear, i.e. for f ∈ C∞(M) and s ∈ C∞(M,E)

ϕ(fs) = fϕ(s)

Then ϕ ∈ C∞(M,E∗ ⊗ F ).

Proof. On U ⊂M open, let {e1, · · · , er}, {f1, · · · , fs} be C∞ frame of E|U and F |U respectively. Then in local
coordinates

ϕ(ei) =
s∑
j=1

aijfj for aij ∈ C∞(U)

we have

ϕ =

r∑
i=1

s∑
j=1

aije
∗
i ⊗ fj

for {e∗1, · · · , e∗r} C∞ frame of E∗|U dual to (e1, · · · , er).

We introduce the following notation.

Definition 17.3 (E-valued p-forms). Space of E-valued p-forms

Ωp(M,E) := C∞(M,ΛpT ∗M ⊗ E)

In particular

1. Ω0(M,E) = C∞(M,E) → Ω1(M,E) = C∞(M,T ∗M ⊗ E).

2. Ω0(M,TM) = C∞(M,TM) = X(M) → Ω1(M,TM) = C∞(M,T ∗M ⊗ TM).

Remark 17.2 (∇s). For a fixed s ∈ C∞(M,E) = Ω0(M,E), let

∇s : X(M) = C∞(M,TM) → C∞(M,E) s.t. X 7→ ∇Xs

then ∇s is C∞(M)-linear by (i). We may view ∇s as a smooth section of T ∗M ⊗ E, i.e.

∇s ∈ C∞(M,T ∗M ⊗ E) = Ω1(M,E) (23)
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Definition 17.4 (Connection on C∞ vector bundle (Alternative Formulation)). Let π : E →M be a C∞ vector
bundle over a C∞ manifold M . A connection on E is a R-linear map

∇ : Ω0(M,E) = C∞(M,E) → Ω1(M,E) s.t. s 7→ ∇s

such that for any f ∈ C∞(M), and for any s ∈ Ω0(M,E) = C∞(M,E)

∇(fs) = df ⊗ s+ f∇s (24)

where ∇s is as in (23).

Well-definedness. Recall in general, for any α ∈ Ωp(M) = C∞(M,ΛpT ∗M) and s ∈ C∞(M,E)

α⊗ s ∈ Ωp(M,E) = C∞(M,ΛpT ∗M ⊗ E)

Hence for f ∈ C∞(M), df ∈ Ω1(M) = C∞(M,T ∗M), and so

df ⊗ s ∈ C∞(M,T ∗M ⊗ E) = Ω1(M,E)

Lemma 17.2 (Ω1(M,End(E))). Given E as C∞ vector bundle over M . Let F = T ∗M ⊗ E. Then any
C∞(M)-linear map

ϕ : C∞(M,E) = Ω0(M,E) → C∞(M,T ∗M ⊗ E) = Ω1(M,E)

can be viewed as ϕ ∈ C∞(M,E∗ ⊗ T ∗M ⊗ E) = C∞(M,T ∗M ⊗ End(E)) = Ω1(M,End(E)) via Lemma 17.1.

Lemma 17.3. If ∇0 and ∇1 are two connections on the same vector bundle π : E →M , then

∇1 −∇0 : Ω0(M,E) = C∞(M,E) → Ω1(M,E) = C∞(M,T ∗M ⊗ E) s.t. s 7→ ∇1s−∇0s

is C∞(M)-linear. This corresponds to a section of

E∗ ⊗ T ∗M ⊗ E = T ∗M ⊗ End(E)

according to Lemma 17.1, i.e., ∇1 −∇0 can be viewed as an element in

C∞(M,T ∗M ⊗ End(E)) = Ω1(M,End(E))

Proof. For any f ∈ C∞(M) and s ∈ C∞(M,E)

(∇1 −∇0)(fs) = ∇1(fs)−∇0(fs)

= (df ⊗ s+ f∇1s)− (df ⊗ s+ f∇0s)

= f(∇1s−∇0s) = f(∇1 −∇0)s

Definition 17.5 (A(E) Space of Connections on Vector Bundle). Let A(E) be the space of connections on
E. Then A(E) is an affine space associated to the vector space Ω1(M,End(E)). Indeed, for any ∇0 ∈ A(E),
ϕ ∈ Ω1(M,End(E))

(∇0 + ϕ) : Ω0(M,E) → Ω1(M,E)

so ∇0 + ϕ ∈ A(E). Note Ω1(M,End(E)) is ∞-dimensional if dimM > 0 and rankE > 0.

Remark 17.3 (Connection on C∞ Vector Bundle in Local Coordinates). Let π : E →M be C∞ vector bundle
of rank r over C∞ manifold of dimension n. We write our connection on E

∇ : Ω0(M,E) → Ω1(M,E) s 7→ ∇s

in local coordinates.

(i) Suppose (U, ϕ) for ϕ = (x1, · · · , xn) is a C∞ chart for M where n = dimM such that E|U := π−1(U) is
trivial. So

h : π−1(U) = E|U ⊂ E → U × Rr ⊂M × Rr

is local trivialization. Then we have {e1, · · · , er} ⊂ C∞(U, E|U ) as a C∞ frame of E|U → U

ej : U → π−1(U) s.t. ej(x) := h−1(x, êj) where êj =



0
...
1
...
0
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and r = rankE. For any s ∈ C∞(U, E|U ), we write smooth section

s =

r∑
k=1

akek ∈ C∞(U, E|U )

in local coordinates for ak ∈ C∞(U).

(ii) We have { ∂
∂x1

, · · · , ∂
∂xn

} as C∞ frame of TM |U = TU . To let ∇ act on s, we first discuss what ∇ is

acting on ej. In fact, on U we define the Christoffel Symbols Γki,j ∈ C∞(U) s.t.

∇ ∂
∂xi

ej :=

r∑
k=1

Γki,jek ∈ C∞(U, E|U ) (25)

We further define connection 1-form ωkj ∈ Ω1(U) s.t.

∇ej =
r∑

k=1

ωkj ⊗ ek (26)

holds. This uses only trivialization of E|U (but not trivialization of T ∗M |U ). This also used the observa-
tion that the element ∇ej is an E-valued one-form on U , i.e.

∇ej ∈ Ω1(U, E|U ) = C∞(U, T ∗U ⊗ E|U )

Plugging (25) into above (26) we may identify

r∑
k=1

Γki,jek = ∇ ∂
∂xi

ej =

r∑
k=1

ωkj (
∂

∂xi
)ek =⇒ ωkj (

∂

∂xi
) = Γki,j

Thus obtaining

ωkj =

n∑
i=1

Γki,jdxi ∈ Ω1(U) = C∞(U, T ∗U) (27)

Plugging back into (26) we have explicit form in both Christoffel Symbols and connection 1-forms.

∇ej =
r∑

k=1

ωkj ⊗ ek =

r∑
k=1

n∑
i=1

Γkijdxi ⊗ ek

Now we discuss how ∇ transits between two intersecting coordinate charts.

(i) Now take open cover {Uα | α ∈ I} of the base M and

hα : π−1(Uα) → Uα × Rr

local trivializations. Let

eαj : Uα → π−1(Uα) s.t. eαj (x) := h−1
α (x, êj)

for j = 1, · · · , r, i.e., eα1
, · · · , eαr are C∞ frames of E|Uα . For any Uα ∩ Uβ ̸= ∅,

gβα : Uα ∩ Uβ
C∞

→ GL(r,R) s.t. eαj (x) = eβi(x)gβα(x)i,j

and we have transition functions

hβ ◦ h−1
α : (Uα ∩ Uβ) ∩ Rr → (Uα ∩ Uβ)× Rr s.t. (x, v) 7→ (x, gβα(x)v)

for v ∈ Rr. Since s ∈ C∞(M,E) is a section, on Uα we have

s =

r∑
j=1

sjαeαj = eαsα for sjα ∈ C∞(Uα), eα = [eα1
, · · · , eαr ], sα :=

s
1
α
...
srα

 ∈ C∞(Uα,Rr)

(28)
Now s ∈ C∞(M,E) is a C∞ section iff s ∈ C∞(Uα,Rr) and sβ = gβαsα on Uα ∩Uβ. Indeed, on Uα ∩Uβ

s = eαsα = eβgβαsα = eβsβ
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(ii) Now suppose that we’re given a connection ∇ on E. On Uα we define connection 1-form (ωα)
k
j ∈ Ω1(Uα)

for j, k = 1, · · · , r as in (26) by

∇eαj =
r∑

k=1

(ωα)
k
j ⊗ eαk (ωα)

k
j ∈ Ω1(Uα)

So

∇eα = [∇eα1 , · · · ,∇eαr ] = eαωα s.t. ωα :=

(ωα)
1
1 · · · (ωα)

1
r

... · · ·
...

(ωα)
r
1 · · · (ωα)

r
r

 ∈ Ω1(Uα, gl(r,R) =Mr(R))

where gl(r,R) is the Lie algebra of GL(r,R).

(iii) On Uα we defined

(∇s)α :=

(∇s)1α
...

(∇s)rα

 ∈ Ω1(Uα,Rr)

by

∇s =
r∑
j=1

(∇s)jα ⊗ eαj ∈ Ω1(Uα, E|Uα) = C∞(Uα, T
∗Uα ⊗ E|Uα)

where (∇s)jα ∈ Ω1(Uα) = C∞(Uα, T
∗Uα). So

∇s = eα(∇s)α

But on the other hand, by Leibniz Rule, we may unpack the definition

∇s = ∇

 r∑
j=1

sjαeαj

 =

r∑
j=1

dsjα ⊗ eαj +

r∑
j=1

sjα∇eαj

=

r∑
j=1

dsjα ⊗ eαj +

r∑
j=1

r∑
k=1

sjα(ωα)
k
j ⊗ eαk

=

r∑
j=1

(
dsjα +

r∑
k=1

(ωα)
j
ks
k
α

)
⊗ eαj =

r∑
j=1

(∇s)jα ⊗ eαj

Hence

(∇s)α =

(∇s)1α
...

(∇s)rα

 = d

s
1
α
...
srα

+

(ωα)
1
1 · · · (ωα)

1
r

... · · ·
...

(ωα)
r
1 · · · (ωα)

r
r


s

1
α
...
srα

 = dsα + ωαsα

Or in short hand notation

∇s = ∇(eαsα) = ∇eαsα + eαdsα = eαωαsα + eαdsα = eα (dsα + ωαsα)

Combining with ∇s = eα(∇s)α we obtain

(∇s)α = dsα + ωαsα (29)

(iv) One may ask: On Uα ∩ Uβ, how are ωα and ωβ related? On Uα ∩ Uβ, we align both representations, and
using (28)

∇eβ = eβωβ = eαgαβωβ

∇eβ = ∇ (eαgαβ) = ∇eαgαβ + eαdgαβ = eαωαgαβ + eαdgαβ

for gαβ ∈ C∞(Uα ∩ Uβ , gl(r)) , dgαβ ∈ Ω1(Uα ∩ Uβ , gl(r)) and ωβ ∈ Ω1(Uβ , gl(r)). Hence

gαβωβ = ωαgαβ + dgαβ ∈ Ω1(Uα, gl(r))

Rewriting yields
ωβ = g−1

αβωαgαβ + g−1
αβdgαβ (30)

Hence that
∇ : Ω0(M,E) → Ω1(M,E)

is connection on E iff for any ω ∈ Ω1(Uα, gl(r)) it satisfies (30)

ωβ = g−1
αβωαgαβ + g−1

αβdgαβ on Uα ∩ Uβ
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Remark 17.4. Let E be C∞ vector bundle of rank r. Let P : GL(E) →M be the frame bundle over M , i.e.

GL(E)x = {(e1, · · · , er) | ordered basis of Ex ∼= Rr}

This is fiber bundle with fiber GL(r,R), so-called principal GL(r,R)-bundle. M = GL(E)/GL(r,R). Our
previous example G → G/H is principal H-bundle. There is notation of connection on GL(E) iff GL(r,R)-
valued 1-form ω ∈ Ω1(GL(E), gl(r)) with some properties. Then

eα = [e1α, · · · , erα] : Uα → P−1(Uα)

with ωα = e∗αω ∈ Ω1(Uα, gl(r)).

17.2 Pullback Section and Pullback Vector Bundle

Definition 17.6 (Pullback Vector Bundles). Let F :M → N be a C∞ map between C∞ manifolds. Let

π : E → N

be C∞ vector bundle on N of rank r. Define

π̃ : F ∗E →M

the pullback vector bundle as C∞ vector bundle on M of rank r s.t.

(i) As a set,

F ∗E :=
⊔
p∈M

EF (p)

where EF (p)
∼= Rr.

F ∗E E

M N

π̃ π

F

In other words
F ∗E := {(x, (y, v)) ∈M × E | F (x) = y = π(y, v)} ⊂M × E

s.t. x ∈M , y ∈ N and v ∈ Ey.

(ii) F ∗E is a C∞ submanifold of M × E. Let {Uα | α ∈ I} be open cover of N with

hα : π−1(Uα) → Uα × Rr

as local trivializations. Then using F :M → N is C∞ map

{F−1(Uα) | α ∈ I}

is open cover of M . We want to define

h̃α : π̃−1(F−1(Uα)) → F−1(Uα)× Rr

as local trivialization of the vector bundles π̃ : F ∗E →M .

Definition 17.7 (Pullback Sections). Let π : E → N be C∞ vector bundle of rank r over a C∞ manifold
N . Let F :M → N be smooth map. For

s : N → E

C∞ section of N . We define F ∗s ∈ C∞(M,F ∗E)

F ∗s :M → F ∗E s.t. (F ∗s)(p) := s(F (p)) ∈ EF (p) = (F ∗E)p ∀ p ∈M

as smooth section of F ∗E s.t. the diagram commutes

F ∗E E

M N

F∗
s

F

s

One hence view
F ∗ : C∞(N,E) = Ω0(N,E) → C∞(M,F ∗E) s 7→ F ∗s
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Now, to define the local trivialization for F ∗E, given

hα : π−1(Uα) → Uα × Rr

local trivializations of π : E|Uα → Uα and {eα1 , · · · eαr} as C∞ frame of E|Uα , recall

eαj : Uα → π−1(Uα) = E|Uα s.t. eαj (y) := h−1
α (y, êj) for êj :=



0
...
1
...
0


We have pullback sections {F ∗eα1

, · · · , F ∗eαr} as C∞ frame for F ∗E|F−1(Uα)
and we define

h̃α : π̃−1(F−1(Uα)) → F−1(Uα)× Rr s.t. h̃−1
α (x, êj) := (F ∗eαj )(x) = eαj (F (x))

We define our surjective map as

π̃ : F ∗E →M s.t. (p, v) ∈M ×
(
(F ∗E)p = EF (p)

)
7→ p

(iii) Transition Functions. On Uα ∩ Uβ, for eα = eβg
E
βα where eα = [eα1

, · · · , eαr ]

gEβα : Uα ∩ Uβ
C∞

→ GL(r,R)

Note for F−1(Uα) ∩ F−1(Uβ) = F−1(Uα ∩ Uβ), the diagram commutes

M F−1(Uα ∩ Uβ)

N Uα ∩ Uβ GL(r,R)

⊇open

F
F∗gEβα=g

E
βα◦F

⊇open
gEβα

Then
F ∗eα = [F ∗eα1

, · · · , F ∗eαr ] = F ∗eβF
∗gEβα

and hence
gF

∗E
βα := F ∗gEβα

Notice s ∈ C∞(N,E) iff

sα =

s
1
α
...
srα

 ∈ C∞(Uα,Rr)

and sβ = gEβαsα on Uα ∩ Uβ upon writing s = eαsα. Hence we have F ∗s ∈ C∞(M,F ∗E) s.t.

(F ∗s)α = F ∗sα =

F
∗s1α
...

F ∗srα

 ∈ C∞(F−1(Uα),Rr)

Now we consider the special case E = TN . Then the pullback tangent bundle writes

π̃ : F ∗TN →M

We consider the space of connections on the C∞ vector bundle F ∗TN , i.e. C∞(M,F ∗TN)

Definition 17.8 (Pushforward and Pullback of Vector Field into Section of Pullback Tangent Bundle). Let
F :M → N smooth map. Define

F∗ : X(M) = C∞(M,TM) → C∞(M,F ∗TN) s.t. X 7→ (F∗X)(p) := dFp(X(p)) ∈ TF (p)N = (F ∗TN)p
(31)

This is smooth section of pushforward bundle. Also, we have pull-back as particular example of Definition 17.7

F ∗ : X(N) = C∞(N,TN) → C∞(M,F ∗TN) s.t. Y 7→ (F ∗Y )(p) := Y (F (p)) ∈ TF (p)N = (F ∗TN)p
(32)

If moreover X ∈ X(M) and Y ∈ X(N) are F -related as in Definition 15.3 then

F∗X = F ∗Y ∈ C∞(M,F ∗TN)
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In particular, we study elements in C∞(M,F ∗TN), i.e., sections of pullback Tangent Bundle.

Definition 17.9 (C∞ vector field along F ). For F :M → N smooth map between C∞ manifold. A C∞ vector
field along F is a C∞ map

V :M → TN s.t. ∀ p ∈M, V (p) ∈ TNF (p) = (F ∗TN)p

We may view V as a C∞ section of F ∗TN , i.e., V ∈ C∞(M,F ∗TN).

M

N TN

F
V

π

More generally, for smooth vector bundle π : E → N , we study elements in C∞(M,F ∗E).

Definition 17.10 (C∞ section along F ). For F :M → N smooth map between C∞ manifold. Let

π : E → N

be C∞ vector bundle of rank r on N . A C∞ section of π : E → N along F is a C∞ map

V :M → E s.t. ∀ p ∈M, V (p) ∈ EF (p) = (F ∗E)p

We may view V as a C∞ section of F ∗E →M , i.e., V ∈ C∞(M,F ∗E).

M

N E

F
V

π

17.3 Pullback Connection

Definition 17.11 (Pullback Connection). Let F :M → N be C∞ map between C∞ manifolds. Let

π : E → N

be C∞ vector bundle, and on it a connection

∇ : Ω0(N,E) → Ω1(N,E)

Then

1. there exists a unique connection on π̃ : F ∗E 7→M called the pullback connection s.t. symbolically

F ∗∇ : Ω0(M,F ∗E) → Ω1(M,F ∗E) F ∗s 7→ (F ∗∇)(F ∗s) := F ∗(∇s) ∀ s ∈ Ω0(N,E), F ∗s ∈ Ω0(M,F ∗E)
(33)

2. Equivalently using (F ∗∇)(F ∗s) ∈ Ω1(M,F ∗E) = C∞(M,T ∗M ⊗ F ∗E) so

(F ∗∇)X(F ∗s) ∈ C∞(M,F ∗E)

One can write explicitly as in Definition 17.1

(F ∗∇)X(F ∗s) := ∇F∗Xs ∀ s ∈ Ω0(N,E) = C∞(N,E), ∀ X ∈ X(M)

3. In particular, pointwise

∀ p ∈M, ∀ v ∈ TpM, (F ∗∇)v(F
∗s) :=

(
∇dFp(v)s

)
(F (p)) ∈ EF (p) = (F ∗E)p (34)

Remark 17.5. We make sense of the definition (33). We’ve defined pullback as in Definition 17.7

F ∗ : Ω0(N,E) = C∞(N,E) → Ω0(M,F ∗E) = C∞(M,F ∗E)

We may extend
F ∗ : Ωp(N,E) → Ωp(M,F ∗E)

as R-linear map s.t. for any α ∈ Ωp(N) and s ∈ C∞(N,E)

F ∗(α⊗ s) 7→ F ∗α⊗ F ∗s (35)

where F ∗α ∈ Ωp(M) and F ∗s ∈ C∞(M,F ∗E). Thus for any s ∈ Ω0(N,E) and ∇s ∈ Ω1(N,E), (34) can be
rewritten as the following

F ∗(∇s) = (F ∗∇)(F ∗s) ∈ Ω1(M,F ∗E)

using
(F ∗α)(p)(v) := α(dFp(v)) ∀ p ∈M, v ∈ TpM, α ∈ Ω1(N)
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Pullback Connection in Local Coordinates. Let r = rank E.

(i) 1. For {Uα | α ∈ I} as open cover of N , the local trivializations write

hEα : π−1(Uα) → Uα × Rr ⇐⇒ eα1 , · · · , eαr C∞ frame of E|Uα

On Uα

∇eαj =
r∑

k=1

(ωE,∇α )kj ⊗ eαk ∀ (ωE,∇α )kj ∈ Ω1(Uα) Uα ⊂ N open

and ωE,∇α ∈ Ω1(Uα, gl(r,R)) are connection 1-forms associated with ∇ on Uα.

2. On Uα ∩ Uβ , recall (30)
ωE,∇β = (gEαβ)

−1ωE,∇α gEαβ + (gEαβ)
−1dgEαβ (36)

for transition functions gEαβ on π : E → N

gEαβ : Uα ∩ Uβ → GL(r,R)

(ii) 1. For {F−1(Uα) | α ∈ I} open cover of M , we have F ∗eα1
, · · · , F ∗eαr C

∞ frame of F ∗E|F−1(Uα)
.

Using (35)

(F ∗∇)(F ∗eαj ) = F ∗(∇eαj ) = F ∗(

r∑
k=1

(ωE,∇α )kj ⊗ eαk) =

r∑
k=1

(F ∗ωE,∇α )kj ⊗ F ∗eαk

Now
ωF

∗E,F∗∇
α := F ∗ωE,∇α ∈ Ω1(F−1(Uα), gl(r,R))

2. On F−1(Uα) ∩ F−1(Uβ), F
∗ acting on (36) yields

ωF
∗E,F∗∇

β = (gF
∗E

αβ )−1ωF
∗E,F∗∇

α gF
∗E

αβ + (gF
∗E

αβ )−1dgF
∗E

αβ

Hence
{ωF

∗E,F∗∇
α } ⊂ Ω1(F−1(Uα), gl(r,R))

defines a connection F ∗∇ on π̃ : F ∗E →M .

17.4 Covariant Derivative

Definition 17.12 (Covariant Derivative). Let π : E → M be a C∞ vector bundle over a C∞ manifold M
together with a connection

∇ : Ω0(M,E) → Ω1(M,E) s.t. s 7→ ∇s

or equivalently
∇ : X(M)× C∞(M,E) → C∞(M,E) (X, s) 7→ ∇Xs

For any C∞ curve
c : I ⊂ R →M s.t. t 7→ c(t)

(i) Define the covariant derivative along c as the pullback connection under c evaluated at ∂
∂t ∈ X(I). Recall

(34)

D

dt
: C∞(I, c∗E) = {C∞sections of E along c : I →M} → C∞(I, c∗E) s.t. s 7→ Ds

dt
:= (c∗∇) ∂

∂t
s

(ii) In particular if pick E = TM tangent bundle so that C∞(M,E) = C∞(M,TM) = X(M)

∇ : X(M)× X(M) → X(M) (X,Y ) 7→ ∇XY

is an affine connection as in Definition 17.2, then

D

dt
: C∞(I, c∗TM) → C∞(I, c∗TM) s.t. V 7→ DV

dt
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(iii) Leibniz rule holds
D

dt
(fs) =

df

dt
s+ f

Ds

dt
∀ f ∈ C∞(I), s(t) ∈ C∞(I, c∗E) (37)

Covariant Derivative in Local Coordinates. In local coordinates, for (U, ϕ) C∞ chart with ϕ = (x1, · · · , xn).
We have

∂

∂x1
, · · · , ∂

∂xn

smooth frame of TM |U = TU where n = dim M , and

e1, · · · er

C∞ frame of E|U where r = rank E. Then

∇ej =
r∑

k=1

ωkj ⊗ ek =

n∑
i=1

r∑
k=1

Γkijdxi ⊗ ek

∇ ∂
∂xi

ej =

r∑
k=1

Γkijek for Γkij ∈ C∞(U)

If E = TM and r = n, so ej =
∂
∂xj

we have

ϕ ◦ c(t) = (x1(t), · · · , xn(t))

and the diagram commutes

I M

I ′ U

Rn

⊇
open

c

⊇

open

c

ϕ◦c
ϕ

The curve velocity writes

c′(t) =

n∑
i=1

dxi
dt

(t)
∂

∂xi
(c(t)) ∈ C∞(I ′, c∗TM)

for s ∈ C∞(I, c∗E) we have

s(t) =

r∑
j=1

sj(t)ej(c(t)) =

r∑
j=1

sj(t)(c∗ej)(t)

Now we write, using Leibniz Rule (37)

Ds

dt
(t) = (c∗∇) ∂

∂t
s = (c∗∇) ∂

∂t

 r∑
j=1

sjc∗ej


=

r∑
j=1

dsj

dt
(t)ej(c(t)) +

r∑
j=1

sj(c∗∇) ∂
∂t
(c∗ej)

Here

(c∗∇) ∂
∂t
(c∗ej) = ∇(dct)(

∂
∂t )
ej(c(t)) = ∇c′(t)ej(c(t))

= ∇∑n
i=1

dxi
dt

∂
∂xi

(c(t))
ej(c(t)) =

n∑
i=1

dxi
dt

(t)
(
∇ ∂

∂xi
(c(t))ej(c(t))

)
=

n∑
i=1

r∑
k=1

dxi
dt

(t)Γkij(c(t))ek(c(t))

Notice

(dct)(
∂

∂t
) =

dc

dt
(t) =

n∑
i=1

dxi
dt

(t)
∂

∂xi
(c(t)) ∈ Tc(t)M

Hence for

s =

r∑
j=1

sj(t)ej(c(t))
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we have

Ds

dt
(t) =

r∑
k=1

dsk
dt

(t) +

n∑
i=1

r∑
j=1

Γkij(c(t))
dxi
dt

(t)sj(t)

 ek(c(t)) (38)

In particular, if we have affine connection ∇, then V (t) =
∑n
j=1 V

j(t) ∂
∂xj

(c(t)) is a C∞ vector field along

c : I →M , and we have expression

DV

dt
=

n∑
k=1

dV k
dt

+

n∑
i,j=1

(Γkij ◦ c)
dxi
dt
V j

 ∂

∂xk
(c(t)) (39)

17.5 Parallel Transport

Definition 17.13 (Parallel Section). Let V ∈ C∞(I, c∗E), i.e. a C∞ section of E along c. We say V is parallel
w.r.t. ∇ if

DV

dt
= 0 ∀ t ∈ I

Proposition 17.1. Let c : I
C∞

→ M be C∞ curve. Given any t0 ∈ I and any v ∈ Ec(t0)
∼= Rr fiber of E over

c(t0) where r = rank E. Then there exists a unique parallel section V of E along c s.t. V (t0) = v.

Proof. WLOG assume c : I → U ⊂M open with ϕ = (x1, · · · , xn) and ϕ(U) ⊂ Rn open, i.e., (U, ϕ) is C∞ chart
for M . Let n = dim M . E|U is trivialized iff there exists e1, · · · , er C∞ frame of E|U . We thus have on U

∇ ∂
∂xi

ej =

r∑
k=1

Γkijek

For (ϕ ◦ c)(t) = (x1(t), · · · , xn(t)) and c′(t) =
∑n
i=1

dxi
dt (t)

∂
∂xi

(c(t)) and hence

V (t) =

r∑
j=1

V j(t)ej(c(t))

Using (38), the condition DV
dt = 0 holds iff

dV k

dt
+

n∑
i=1

r∑
j=1

(
Γkij ◦ c

) dxi
dt
V j = 0 k = 1, · · · , r

For v =
∑r
j=1 v

jej(c(t0)) ∈ Ec(t0) we have initial conditions V (t0) = v iff

V k(t0) = vk k = 1, · · · , r

Thus we have 1st order ODE. Directly Apply Existence and Uniqueness theorem.

Definition 17.14 (Parallel Transport). Define for any t ∈ I

Pc,t0,t : Ec(t0) → Ec(t) s.t. v = V (t0) 7→ V (t)

where V ∈ C∞(I, c∗E) is the unique C∞ section of E along c s.t.

DV

dt
= 0

and V (t0) = v. Pc,t0,t is parallel transport along c (defined by (E, v)).

Example 17.1. In particular, let E = TM , ∇ is affine connection on M (which is a connection on TM).
Then we define parallel transport along c : I →M C∞ curve, for any t0, t1 ∈ I,

Pc,t0,t1 : Tc(t0)M → Tc(t1)M

This is a linear isomorphism.
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18 Riemannian Connection

Recall Affine Connection as in Definition 17.2.

Definition 18.1 (Symmetric affine connection). An affine connection ∇ on a smooth manifold M is symmetric
if for any X, Y ∈ X(M)

∇XY −∇YX = [X,Y ]

In Local Coordinates. Recall as in (25) with ej =
∂
∂xj

∇ ∂
∂xi

∂

∂xj
−∇ ∂

∂xj

∂

∂xi
= [

∂

∂xi
,
∂

∂xj
] = 0∑

k

(
Γkij − Γkji

) ∂

∂xk
= 0

Hence Γkij = Γkji.

Definition 18.2 (Compatible with metric). An affine connection ∇ on a Riemannian manifold (M, g) is
compatible with the Riemannian metric g if for any X, Y, Z ∈ X(M) we have

Z(g(X,Y )) = g(∇ZX,Y ) + g(X,∇ZY )

where g(X,Y ) ∈ C∞(M). In fact, compatibility with the metric in equivalent to

∇Zg = 0 ∀ Z ∈ X(M) (40)

Proposition 18.1 (Equivalence with Compatibility with Metric). Let D
dt be defined along c : I → M smooth

curve by an affine connection ∇ on M which is compatible with a Riemannian metric g on M . For V, W smooth
vector fields along c : I →M , i.e., V, W ∈ C∞(I, c∗TM), the metric inner product writes

⟨V,W ⟩(t) = (g(c(t)) (V (t), W (t))

where ⟨V,W ⟩ ∈ C∞(I). Then we have

d

dt
⟨V,W ⟩(t) = ⟨DV

dt
,W ⟩+ ⟨V, DW

dt
⟩ (41)

(i) In fact, ∇ is compatible with g iff (41) holds.

(ii) In particular, ∇ is compatible with g implies whenever V, W are parallel, we have

⟨V,W ⟩ = constant

In fact the converse holds as well.

In the following we note the more general relationship between ∇ and pullback connection.

Proposition 18.2. Suppose F :M
∞→ (N,h) from smooth manifold M to Riemannian manifold (N,h). Let

F∗ : X(M) → C∞(M,F ∗TN) s.t. X 7→ (F∗X)(p) := dFp(X(p)) ∈ TF (p)N = (F ∗TN)p

be pushforward as in (31). Let ∇ be affine connection on N and D := F ∗∇ be the pullback connection on M in
F ∗TN as in (33).

(i) If ∇ is symmetric , then

DX(F∗Y )−DY (F∗X) = F ∗∇X(F∗Y )− F ∗∇Y (F∗X) = F∗([X,Y ]) ∀ X, Y ∈ X(M) (42)

(ii) If ∇ is compatible with the Riemannian metric h then

X⟨V,W ⟩ = ⟨DXV,W ⟩+ ⟨V,DXW ⟩ ∀ X ∈ X(M), ∀ W,V ∈ C∞(M,F ∗TN) (43)

Theorem 18.1 (Levi-Civita). Let (M, g) be a Riemannian manifold. Then there exists a unique affine connec-
tion ∇ on M which is symmetric and compatible with the metric g. Such connection is called the Levi-Civita
Connection.
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Proof of Uniqueness. Take any X, Y, Z ∈ X(M), if we have compatibility with the metric g, then

X(g(Y,Z)) = g(∇XY, Z) + g(Y,∇XZ)

Y (g(Z,X)) = g(∇Y Z,X) + g(Z,∇YX)

Z(g(X,Y )) = g(∇ZX,Y ) + g(X,∇ZY )

Now add up first two and subtract the third, using g is symmetric tensor, and then using ∇ is symmetric affine
connection

X(g(Y,Z)) + Y (g(Z,X))− Z(g(X,Y )) = g(∇XY +∇YX,Z) + g(Y,∇XZ −∇ZX) + g(X,∇Y Z −∇ZY )

= 2g(∇YX,Z) + g(Z,∇XY −∇YX) + g(Y,∇XZ −∇ZX) + g(X,∇Y Z −∇ZY )

= 2g(∇YX,Z) + g(Z, [X,Y ]) + g(Y, [X,Z]) + g(X, [Y,Z])

Then

g(∇YX,Z) =
1

2
(X(g(Y, Z)) + Y (g(Z,X))− Z(g(X,Y ))− g(Y, [X,Z])− g(X, [Y,Z])− g(Z, [X,Y ])) (44)

This uniquely determines ∇YX for any X, Y ∈ X(M).

Proof of Existence. We define ∇YX as above and check that ∇ is symmetric and compatible with the Rieman-
nian metric g.

Local Coordinates. Let Y = ∂
∂xi

, X = ∂
∂xj

and Z = ∂
∂xk

as in (44). Then making use of (25) with ej =
∂
∂xj

so

that

∇ ∂
∂xi

∂

∂xj
=

n∑
k=1

Γkij
∂

∂xk
(45)

Then

LHS = g(∇ ∂
∂xi

∂

∂xj
,
∂

∂xk
) = g(

n∑
ℓ=1

Γℓij
∂

∂xℓ
,
∂

∂xk
) =

n∑
ℓ=1

Γℓijgℓk

RHS =
1

2

(
∂

∂xj
g(

∂

∂xi
,
∂

∂xk
) +

∂

∂xi
g(

∂

∂xk
,
∂

∂xj
)− ∂

∂xk
g(

∂

∂xi
,
∂

∂xj
)− g(

∂

∂xi
, 0)− g(

∂

∂xj
, 0)− g(

∂

∂xk
, 0)

)
=

1

2
(gik,j + gkj,i − gij,k)

where gij,k :=
∂gij
∂xk

. Hence LHS = RHS gives

Γℓij =
1

2

n∑
k=1

gℓk (gik,j + gkj,i − gij,k) (46)

Example 18.1. Consider (Rn, g = dx21 + · · · dx2n) where gij = δij. Then gij,k = 0 with

Γℓij = 0 ∇ ∂
∂xi

∂

∂xj
= 0 ∇ ∂

∂xj

= 0

Then for c : I → Rn smooth curve with c(t) = (x1(t), · · · , xn(t))

V (t) =

n∑
j=1

V j(t)
∂

∂xj
(c(t))

C∞ vector field. Then plugging in (38) we see

DV

dt
(t) =

n∑
j=1

dV j

dt
(t)

∂

∂xj
(c(t))

and DV
dt = 0 iff dV j

dt (t) = 0.
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Example 18.2. Consider (S2, gcan = dϕ2 + sin2(ϕ)dθ2). For spherical coordinates θ ∈ (0, 2π) and ϕ ∈ (0, π).

(x, y, z) = (sin(ϕ) cos(θ), sin(ϕ) sin(θ), cos(ϕ))

And (x1, x2) = (ϕ, θ). We have

g11 = 1

g12 = g21 = 1

g22 = sin2(ϕ)

g11 = 1

g12 = g21 = 0

g22 =
1

sin2(ϕ)

Thus gij = 0 for any i ̸= j and gkk = 1
gkk

. Using (45) we derive relations

∇ ∂
∂ϕ

∂

∂ϕ
= Γ1

11

∂

∂ϕ
+ Γ2

11

∂

∂θ

∇ ∂
∂ϕ

∂

∂θ
= ∇ ∂

∂θ

∂

∂ϕ
= Γ1

12

∂

∂ϕ
+ Γ2

12

∂

∂θ

∇ ∂
∂θ

∂

∂θ
= Γ1

22

∂

∂ϕ
+ Γ2

22

∂

∂θ

Since g22,1 = 2 sin(ϕ) cos(ϕ) and gij,k = 0 otherwise, So using (46) we compute

Γ1
11 = Γ2

11 = Γ1
12 = Γ1

21 = Γ2
22 = 0

Γ2
12 =

1

2

2∑
k=1

(
g2k(g1k,2 + gk2,1 − g12,k)

)
=

1

2g22

∂

∂ϕ
g22

=
1

2

∂

∂ϕ
log(sin2(ϕ)) =

cos(ϕ)

sin(ϕ)
= cot(ϕ) = Γ2

21

Γ1
22 =

1

2
g11(0 + 0− g22,1) = −1

2

∂

∂ϕ
(sin2(ϕ)) = − sin(ϕ) cos(ϕ)

Thus

∇ ∂
∂ϕ

∂

∂ϕ
= Γ1

11

∂

∂ϕ
+ Γ2

11

∂

∂θ
= 0

∇ ∂
∂ϕ

∂

∂θ
= ∇ ∂

∂θ

∂

∂ϕ
= Γ1

12

∂

∂ϕ
+ Γ2

12

∂

∂θ
= cot(ϕ)

∂

∂θ

∇ ∂
∂θ

∂

∂θ
= Γ1

22

∂

∂ϕ
+ Γ2

22

∂

∂θ
= − sin(ϕ) cos(ϕ)

∂

∂ϕ

Hence for (26) with ej =
∂
∂xj

∇ ∂

∂xj
=

2∑
k=1

ωkj ⊗
∂

∂xk

we have

∇ ∂

∂ϕ
= dϕ⊗∇ ∂

∂ϕ

∂

∂ϕ
+ dθ ⊗∇ ∂

∂θ

∂

∂ϕ
= (cot(ϕ)dθ)⊗ ∂

∂θ

∇ ∂

∂θ
= dϕ⊗∇ ∂

∂ϕ

∂

∂θ
+ dθ ⊗∇ ∂

∂θ

∂

∂θ
= (cot(ϕ)dϕ)⊗ ∂

∂θ
− sin(θ) cos(θ)dθ ⊗ ∂

∂ϕ

Hence ω1
1 = 0, ω2

1 = cot(ϕ)dθ, ω1
2 = − sin(ϕ) cos(ϕ)dθ and ω2

2 = cot(ϕ)dϕ. The connection 1-form writes(
ω1
1 ω1

2

ω2
1 ω2

2

)
=

(
0 − sin(ϕ) cos(ϕ)dθ

cot(ϕ)dθ cot(ϕ)dϕ

)
∈ Ω1(U, gl(2,R))
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Alternatively, we can choose a different frame. Using Leibniz rule (22)

∇1 = ∇ ∂
∂x1

= ∇ ∂
∂ϕ

∇2 = ∇ ∂
∂x2

= ∇ ∂
∂θ

e1 :=
∂

∂ϕ

e2 :=
1

sin(ϕ)

∂

∂θ

∇1e1 = ∇ ∂
∂ϕ

∂

∂ϕ
= 0

∇1e2 = ∇ ∂
∂ϕ

(
1

sin(ϕ)

∂

∂θ

)
= − cos(ϕ)

sin2(ϕ)

∂

∂θ
+

1

sin(ϕ)
∇ ∂

∂ϕ

∂

∂θ
= 0

∇2e1 = ∇ ∂
∂ϕ

∂

∂ϕ
= cot(ϕ)

∂

∂θ
= cos(ϕ)e2

∇2e2 = ∇ ∂
∂θ

(
1

sin(ϕ)

∂

∂θ

)
=

1

sin(ϕ)
∇ ∂

∂θ

∂

∂θ
=

1

sin(ϕ)
(− sin(ϕ) cos(ϕ)

∂

∂ϕ
) = − cos(ϕ)e1

Hence for ∇ej =
∑2
k=1 ω̃

k
j ⊗ ek, since

∇e1 = dϕ⊗∇ ∂
∂ϕ
e1 + dθ ⊗∇ ∂

∂θ
e1 = dθ ⊗∇2e1 = cos(ϕ)dθ ⊗ e2

∇e2 = dϕ⊗∇1e2 + dθ ⊗∇2e2 = − cos(ϕ)dθ ⊗ e1

hence

[∇e1,∇e2] = [e1, e2]

(
0 − cos(ϕ)

cos(ϕ) 0

)
dθ

and so our ω̃ writes (
ω̃1
1 ω̃1

2

ω̃2
1 ω̃2

2

)
=

(
0 − cos(ϕ)dθ

cos(ϕ)dθ 0

)
∈ Ω1(U, so(2))

Remark 18.1. In general if e1, · · · , en are local orthonormal frame of TM |U = TU , and ∇ is an affine
connection compatible with the Riemannian metric, then

d⟨ei, ej⟩ = ⟨∇ei, ej⟩+ ⟨ei,∇ej⟩

∇ej =
n∑
k=1

ωkj ⊗ ek

ωkj = −ωjk =⇒ ω ∈ Ω1(U, so(n))

Lemma 18.1. Let F : (M, g) → (N,h) be an isometric immersion. For any p ∈ M , let πp be the orthogonal
projection from TF (p)N to the image of

dFp : TpM → TF (p)N

Let X, Y ∈ X(M) F -related to X̃, Ỹ ∈ X(N), and let ∇, ∇̃ be Levi-Civita connections respectively on (M, g)
and (N,h). Then for any p ∈M

dFp((∇XY )(p)) = πp((∇̃X̃ Ỹ )(F (p)))
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19 Geodesic

Definition 19.1. Let (M, g) be a Riemannian manifold. Let γ : I ⊂ R → M be C∞ curve. We say γ is
geodesic at t0 ∈ I if

D

dt

dγ

dt
(t0) = 0 ∈ Tγ(t0)M

where D
dt is the covariant derivative defined by the Levi-civita connection on (M, g). We say γ is geodesic if

D

dt
(
dγ

dt
) ≡ 0

Lemma 19.1. If γ : I →M is a geodesic in a Riemannian manifold (M, g) then

|γ′| := |dγ
dt

| =
√
g(t)(

dγ

dt
(t),

dγ

dt
(t)) = constant

Proof. Using D
dt defined by Levi-civita connection, which is compatible with the metric, (41)

d

dt
⟨dγ
dt
,
dγ

dt
⟩ = ⟨D

dt

dγ

dt
,
dγ

dt
⟩+ ⟨dγ

dt
,
D

dt

dγ

dt
⟩ = 0

Local Coordinates. Let (U, ϕ) for ϕ = (x1, · · · , xn) be C∞ chart on M where n = dimM . On U we have

∇ ∂
∂xi

∂

∂xj
=
∑
k

Γkij
∂

∂xk

where

Γℓij =
1

2

∑
k

gℓk (gik,j + gkj,i − gij,k)

WLOG assume

γ : I → U
ϕ→ Rn

then

ϕ ◦ γ(t) = (x1(t), · · · , xn(t))

γ′(t) =
∑
k

dxk
dt

(t)
∂

∂xk
(γ(t))

V (t) =

n∑
k=1

V k(t)
∂

∂xk
(t)

DV

dt
(t) =

n∑
k=1

dV k
dt

(t) +

n∑
i,j=1

Γkij(γ(t))
dxi
dt

(t)V j(t)

 ∂

∂xk
(γ(t))

Now take the curve velocity V (t) = γ′(t) ≡ dγ
dt to be the C∞ vector field along γ. By matching coefficients we

have V k(t) = dxk
dt (t). so

D

dt

dγ

dt
= 0 ⇐⇒ d2xk

dt2
+

n∑
i,j=1

Γkij ◦ γ
dxi
dt

dxj
dt

= 0 ∀ k = 1 · · ·n (47)

This is a system of 2nd order ODEs in x1(t), · · · , xn(t). Denote

yi(t) :=
dxi
dt

(t)

Then they satisfy { dxk
dt = yk

dyk
dt = −

∑n
i,j=1 Γ

k
ij ◦ γyiyj

This is a system of 1st order ODE in x1(t), · · · , xn(t) and y1(t), · · · , yn(t). Hence there exists unique solution
if given initial data ai, bi ∈ R

xi(t0) = ai

yi(t0) = bi =
dxi
dt

(t0)
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or in other words

γ(t0) = ϕ−1(a1, · · · , an) =: p

γ′(t0) =

n∑
i=1

bi
∂

∂xi
(p)

Theorem 19.1 (Existence and Uniqueness Theory for Geodesic). Let (M, g) be a Riemannian manifold. Given
any p ∈M and v ∈ TpM

• There exists a geodesic γ : I →M s.t. 0 ∈ I, γ(0) = p and γ′(0) = v.

• If β : I ′ →M is a geodesic s.t. β(0) = p, β′(0) = v then we must have

I ′ ⊂ I β = γ|I′

Example 19.1. Let (Rn, g0 = dx21 + · · · dx2n) then

gij = δij Γkij = 0

Hence using (47)
D

dt
γ′(t) = 0 ⇐⇒ d2xk

dt2
= 0

so for
γ : I → Rn s.t. t 7→ (x1(t), · · · , xn(t))

Given any a ∈ Rn and b ∈ TaRn ∼= Rn the unique geodesic γ(t) with γ(0) = a and γ′(0) = b writes

γ(t) = a+ bt t ∈ R

Example 19.2. Let (Sn, gcan). Given p ∈ Sn and v ∈ TpSn. Recall

(p, v) ∈ TSn ⊂ TRn+1 ∼= Rn+1 × Rn+1

for |p| = 1 and ⟨p, v⟩ = 0. The unique geodesic γ(t) in (Sn, gcan) is given by

γ(t) =

{
p if v = 0

cos(|v|t)p+ sin(|v|t) v|v| if v ̸= 0

19.1 Geodesic Field and Geodesic Flow

For γ : I →M smooth curve in M and V a C∞ vector field along γ, the tuple

γ̃(t) = (γ(t), V (t))

defines a smooth curve in TM s.t. the diagram commutes

I

TM M

γ̃
γ

π

In particular we prescribe initial data γ(0) = p and γ′(0) = v for (p, v) ∈ TM . Notice γ is a geodesic in (M, g),
i.e., Ddt

d
dtγ = 0 iff γ(t) and V (t) satisfy

γ′(t) = V (t)

DV

dt
(t) = 0

γ̃(0) = (p, v)

Here we send γ to (γ, γ′) and γ̃ to π ◦ γ̃. Now for any (p, v) ∈ TM , define G(p, v) ∈ T(p,v)(TM) as follows.

Definition 19.2 (Geodesic Field). Let γ : (−ε, ε) → M be the unique geodesic in (M, g) s.t. γ(0) = p,
γ′(0) = v. Let

γ̃ : (−ε, ε) → TM s.t. γ̃(t) = (γ(t), γ′(t))

Define
G(p, v) := γ̃′(0) ∈ Tγ̃(0)(TM) = T(p,v)(TM)

Claim that G ∈ X(TM).
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Local Coordinates. For (U, ϕ) where ϕ = (x1, · · · , xn) is C∞ chart for M . We have (π−1(U), ϕ̃)

ϕ̃ : π−1(U) → ϕ(U)× Rn ⊂ R2n s.t. ϕ̃ = (x1, · · · , xn, y1, · · · , yn)

Now for any (p, v) ∈ π−1(U), p ∈ U and v =
∑n
i=1 yi

∂
∂xi

(p) ∈ TpM ,

ϕ̃(p, v) = (ϕ(p), y1, · · · , yn)

note
ϕ ◦ γ(t) = (x1(t), · · · , xn(t))

implies
ϕ̃ ◦ γ̃(t) = (x1(t), · · · , xn(t), y1(t), · · · , yn(t))

Hence writing into equations

G(γ̃(t)) :=
dγ̃

dt
(t) =

n∑
i=1

dxi
dt

(t)
∂

∂xi
(γ̃(t)) +

n∑
k=1

dyk
dt

(t)
∂

∂yk
(γ̃(t))

=

n∑
i=1

dxi
dt

(t)
∂

∂xi
(γ̃(t))−

n∑
i,j,k=1

(Γkij ◦ γ)(t)yi(t)yj(t)
∂

∂yk
(γ̃(t))

On π−1(U) we have
∂

∂x1
, · · · , ∂

∂xn
,
∂

∂y1
, · · · , ∂

∂yn

as C∞ frame of T (TM)|π−1(U). Hence

G =

n∑
k=1

yk
∂

∂xk
−

n∑
i,j,k=1

(Γkij ◦ ϕ−1(x1, · · · , xn))yiyj
∂

∂yk
(48)

G is a C∞ vector field on TM known as the geodesic field. The flow of G is called the geodesic flow. For any
(p, v) ∈ TM , using Theorem 8.1, there exists δ > 0 and an open neighborhood U of (p, v) in TM s.t. geodesic
flow ϕ exists

ϕ : (−δ, δ)× U
C∞

→ TM s.t. (t, q, w) 7→ ϕ(t, q, w)

for any t ∈ (−δ, δ), q ∈ M and w ∈ TpM . (From here on we abuse of notation to denote ϕ as flow instead of
coordinates) Then they solve {

∂ϕ
∂t (t, q, w) = G(ϕ(t, q, w))

ϕ(0, q, w) = (q, w)

Using the geodesic flow, one may construct geodesics inM using any initial data in the neighborhood U of (p, v)

γ := π ◦ ϕ : (−δ, δ)× U →M (t, q, w) 7→ γ(t, q, w)

For fixed (q, w) ∈ U ⊂ TM s.t. q ∈M and w ∈ TqM , we have

γq,w : (−δ, δ) →M s.t. t 7→ γ(t, q, w) =: γq,w(t)

as a geodesic with γq,w(0) = q and γ′q,w(0) = w.

Example 19.3. For (Rn, g = dx21+ · · · dx2n), we know Γkij = 0. One identify TRn ∼= R2n so geodesic field writes

G : TRn = R2n → T (TRn) s.t. (x, y) 7→
n∑
k=1

yk
∂

∂xk

and solving ODEs give the geodesic flow

ϕ : R× TRn → TRn s.t. (t, x, y) 7→ (x+ ty, y)

along with nearby geodesics in Rn

γ : R× TRn → Rn s.t. (t, x, y) 7→ x+ ty
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Example 19.4. For (Sn, gcan) we have geodesics in Sn

γ : R× TSn → Sn s.t. γ(t, x, y) =

{
x if y = 0

cos(|y|t)x+ sin(|y|t) y|y| if y ̸= 0

For geodesic flows, we either have

ϕ : R× TSn → TSn s.t. (t, x, y) 7→ (x, 0)

or
ϕ(t, x, y) = (cos(|y|t)x+ sin(|y|t) y

|y|
,− sin(|y|t)|y|x+ cos(|y|t)y)

making use of

ϕ(t, q, w) = (γ(t, q, w),
∂γ

∂t
(t, q, w))

so |∂γ∂t (t, q, w)| = |w|. Geodesic Flow preserves the sphere bundle, for

S|v|(TM) = {(p, v) ∈ TM | |v| = r}

with r > 0. The geodesic field G(p, v) is tangent to S|v|(TM).

Proposition 19.1. If (M, g) is compact Riemannin manifold. Then the geodesic flow is defined on R× TM .

ϕ : R× TM → TM

γ : R× TM →M

19.2 Exponential Map

Now we study homogeneity of geodesics. Let ϕ : (−δ, δ) × U → TM be geodesic flow with U ⊂ TM . Let
γ : (−δ, δ)× U →M s.t. γ := π ◦ ϕ and so

ϕ(t, p, v) = (γ(t, p, v),
∂

∂t
γ(t, p, v)) ∀ (t, p, v) ∈ (−δ, δ)× U

Lemma 19.2 (Homogeneity of geodesics). For γ(t, p, v) flow defined for t ∈ (−δ, δ) as above, then for any
a > 0, the flow γ(t, p, av) is defined for t ∈ (− δ

a ,
δ
a ) and

γ(t, p, av) = γ(at, p, v)

Proof. Fix (p, v) ∈ U and consider γ = γp,v : (−δ, δ) →M as geodesic on M . For another curve β, observe

β : (− δ
a
,
δ

a
) →M s.t. β(t) = γ(at) β′(t) = aγ′(at)

also satisfies the geodesic equation Dβ′

dt = 0 but with β(0) = p and β′(0) = av. By uniqueness Theorem 8.1

γ(t, p, av) = β(t) = γ(at) = γ(at, p, v)

Now consider (p, 0) ∈ TM . For any p ∈M , there exists open neighborhood U ⊂ TM of (p, 0), and there exists
δ > 0 s.t.

γ : (−δ, δ)× U →M s.t. t 7→ γ(t, q, v)

is the unique trajectory of geodesic field G ∈ X(TM) which satisfies initial conditions

γ(0, q, v) = (q, v) ∀ (q, v) ∈ U

In particular, it is possible to choose U with parameter ε > 0 controlling the size of tangent vectors. There
exists V open neighborhood of p in M , ε > 0 and

UV,ε := {(q, w) | q ∈ V, w ∈ TqM, |w| < ε}

this is to say γ(t, q, w) is defined for t ∈ (−δ, δ), q ∈ V , |w| < ε. But then by homogeneity 19.2, choose a = δ
2

γ(t, q, w) is defined for t ∈ (−2, 2), q ∈ V , |w| < εδ
2 .
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Lemma 19.3 (Interval of Existence for geodesic uniformly large in Neighborhood of p). For any p ∈M , there
exists open neighborhood V of p and there exists ε > 0 s.t. γ(t, q, w) is defined for t ∈ (−2, 2), q ∈ V , w ∈ TqM
and |w| < ε, i.e., on

γ : (−2, 2)× UV,ε ⊂ R× TM →M s.t. (t, q, w) 7→ γ(t, q, w)

as the unique geodesic with γ(0, q, w) = q, ∂
∂tγ(0, q, w) = w for any q ∈ V and |w| < ε.

Definition 19.3 (Exponential Map). For any p ∈M , there exists UV,ε as in Lemma 19.3. Define

exp : UV,ε ⊂ TM →M s.t. exp(q, w) = γ(1, q, w) = γ(|w|, q, w
|w|

) ∀ q ∈ V, |w| < ε

on Uv,ε ⊂ TM open. Also define its restriction to the tangent space TqM for any q ∈ V

expq : Bε(0) ⊂ TqM →M s.t. expq(v) := exp(q, v) ∀ q ∈ V, |v| < ε

Remark 19.1. Why is this called an exponential map? If given G Lie group and g bi-invariant Riemannian
metric.

exp = expe : TeG = g → G

is defined for the whole Lie algebra and coincides with the previous definition 15.7.

Proposition 19.2 (Exponential Map as Diffeomorphism). For any p ∈M , there exists ε > 0 s.t.

expp : Bε(0) ⊂ TpM →M expp(v) := exp(p, v) ∀ |v| < ε

is a diffeomorphism of Bε(0) onto an open subset of M .

Proof. By Inverse Function Theorem, it suffices to prove that

(d expp)0 : T0(TpM) ∼= TpM → TpM

is the identity.

(d expp)0(v) =
d

dt

∣∣∣∣
t=0

expp(tv) =
∂

∂t
γ(t, p, v)

∣∣∣∣
t=0

= v

Hence expp : Bε(0) →M is a local diffeomorphism at the origin 0 ∈ Bε(0), i.e., there exists ε > 0 s.t.

expp : Bε(0) ⊂ TpM → expp(Bε(0)) ⊂M

is a diffeomorphism.
Bε(p) := expp(Bε(0))

is the geodesic ball of radius ε > 0 centered at p.

Example 19.5. For M = Rn,

expp : TpRn → Rn s.t. v 7→ p+ v

Example 19.6. For M = Sn

expp(v) =

{
p v = 0

cos(|v|)p+ sin(|v|) v|v| v ̸= 0

This is diffeomorphism of Bπ(0) onto Sn \ {−p}.

Lemma 19.4 (Geodesic Frame). Let (M, g) be Riemannian manifold of dimension n and let p ∈ M . There
exists an open neighborhood U ⊂M of p and n vector fields E1, · · · , En ∈ X(U) s.t.

(i) For any q ∈ U , {E1(q), · · · , En(q)} is an ONB of TqM .

(ii) (∇EiEj)(p) = 0.

Proof. Choose a normal neighborhood U of p, i.e., there exists a neighborhood 0 ∈ V ⊂ TpM s.t. expp : V → U
is a diffeomorphism. Consider an orthonormal frame {E1(p), · · · , En(p)} of TpM . For any q ∈ U , there is a
unique geodesic γ in U s.t. γ(0) = p and γ(1) = q. Define

{E1(q), · · · , En(q)} ⊂ TqM

to be the parallel transport of {E1(p), · · · , En(p)} along γ to q. Since parallel transport is linear isometry,
{E1(q), · · · , En(q)} ⊂ TqM remain orthonormal frame. Suppose γ is geodesic with γ(0) = p and γ′(0) = Ei(p).
Since Ej is parallel vector field along γ, we have

∇γ′(0)Ej = ∇EiEj(p) = 0
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19.3 Minimizing Properties of Geodesics

Some notations.

• Let s : A ⊂ R2 C
∞

→ M be a parametrized surface in a smooth manifold M . Let (u, v) be global coordinates
on R2, then

∂

∂u

∂

∂v
∈ X(A)

∂s

∂u
(u, v)

∂s

∂v
(u, v) ∈ Ts(u,v)M ≡ (s∗TM)(u,v)

• We used s∗
∂
∂u and s∗

∂
∂v in place of Do Carmo’s notation ∂s

∂u and ∂s
∂v ∈ C∞(A, s∗TM), i.e., ∂s∂u and ∂s

∂v are
vector fields along the parametrized surface s : A→M .

• If ∇ is an affine connection on M , then let D = s∗∇, we denote

D

du
:= D ∂

∂u
,

D

dv
:= D ∂

∂v
: C∞(A, s∗TM) → C∞(A, s∗TM)

Lemma 19.5 (Symmetry). If ∇ is a symmetric affine connection on M , then

D

dv

∂s

∂u
=
D

du

∂s

∂v
(49)

Proof. Using (42)

D

dv

∂s

∂u
− D

du

∂s

∂v
= D ∂

∂v
s∗

∂

∂u
−D ∂

∂u
s∗

∂

∂v

= s∗∇ ∂
∂v
s∗

∂

∂u
− s∗∇ ∂

∂u
s∗

∂

∂v

= s∗

(
[
∂

∂v
,
∂

∂u
]

)
= 0

Lemma 19.6 (Gauss Lemma). Let (M, g) be a Riemannian Manifold. p ∈M and v ∈ TpM such that expp(v)
is defined (i.e., defined on line segment connecting 0 and v as in Definition 33). For any w ∈ TpM = Tv(TpM)

⟨(d expp)v(v), (d expp)v(w)⟩ = ⟨v, w⟩ ∀ v, w ∈ TpM (50)

notice (d expp)v(v), (d expp)v(w) ∈ Texpp(v)M .

Proof. Define
f : (−ε, ε)× (−δ, 1 + δ) →M s.t. f(s, t) := expp(t(v + sw))

for δ, ε > 0 sufficiently small. For any s ∈ (−ε, ε) define fs

fs : (−δ, 1 + δ) →M s.t. fs(t) := f(s, t) = expp(t(v + sw))

Here fs is geodesic with initial position fs(0) = p and initila velocity f ′s(0) = v + sw. Now using fs is geodesic

D

dt

∂f

∂t
(s, t) =

D

dt
f ′s(t) = 0

Also ∥∥∥∥∂f∂t (s, t)
∥∥∥∥2 = ⟨∂f

∂t
(s, t),

∂f

∂t
(s, t)⟩ = ⟨f ′s(t), f ′s(t)⟩ = ⟨f ′s(0), f ′s(0)⟩

= ⟨v + sw, v + sw⟩
= ⟨v, v⟩+ 2s⟨v, w⟩+ s2⟨w,w⟩

Now we differentiate

f(t, s) = expp(t(v + sw))

∂f

∂t
(t, s) = (d expp)t(v+sw)(v + sw)

∂f

∂s
(t, s) = (d expp)t(v+sw)(tw)

∂f

∂t
(t, 0) = (d expp)tv(v)

∂f

∂s
(t, 0) = (d expp)tv(tw)
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Now the LHS is equal to

⟨∂f
∂t

(1, 0),
∂f

∂s
(1, 0)⟩

We differentiate using compatibility with the Riemannian metric g (41), and that metric is symmetric (49)

∂

∂t
⟨∂f
∂t
,
∂f

∂s
⟩ = ⟨D

dt

∂f

∂t
,
∂f

∂s
⟩+ ⟨∂f

∂t
,
D

dt

∂f

∂s
⟩ = ⟨∂f

∂t
,
D

ds

∂f

∂t
⟩

=
1

2

∂

∂s
⟨∂f
∂t
,
∂f

∂t
⟩ = 1

2

∂

∂s

(
⟨v, v⟩+ 2s⟨v, w⟩+ s2⟨w,w⟩

)
= ⟨v, w⟩+ s|w|2

Thus we compute

⟨∂f
∂t

(1, 0),
∂f

∂s
(1, 0)⟩ − ⟨∂f

∂t
(0, 0),

∂f

∂s
(0, 0)⟩ =

ˆ 1

0

∂

∂t
⟨∂f
∂t
,
∂f

∂s
⟩(t, 0) dt =

ˆ 1

0

⟨v, w⟩ dt = ⟨v, w⟩

⟨∂f
∂t

(1, 0),
∂f

∂s
(1, 0)⟩ = ⟨(d expp)v(v), (d expp)v(w)⟩

⟨∂f
∂t

(0, 0),
∂f

∂s
(0, 0)⟩ = 0

Proposition 19.3 (Geodesic Locally Minimize length). Let (M, g) be a Riemannian manifold. p ∈M . Let U
be a normal neighborhood of p in M , i.e., there exists U ′ open neighborhood of 0 in TpM s.t. expp is defined
on U ′ and maps U ′ diffeomorphically to U = expp(U

′). Let B = Bδ(p) ⊂ U be a geodesic ball of radius δ > 0
centered at p. Let γ : [0, 1] → B be the geodesic segment s.t.

γ(0) = p γ(1) = q ̸= p γ′(0) =: v0 ∈ TpM

i.e.
γ(t) = expp(tv0), q = γ(1) = expp(v0), ℓ(γ) = |v0|

Now for any c : [0, 1] →M piecewise C∞ curve in M s.t. c(0) = c(1) = q. We have

ℓ(c) ≥ ℓ(γ)

Moreover, ℓ(c) = ℓ(γ) implies
γ([0, 1]) = c([0, 1])

Proof. WLOG

• Assume c([0, 1]) ⊂ B otherwise consider the smallest t1 ∈ [0, 1] s.t. c(t1) ∈ ∂B and show that ℓ(c) ≥
ℓ(c|[0,t0]) ≥ δ > ℓ(γ).

• Assume c(t) ̸= p for t > 0. Otherwise consider the largest t2 ∈ (0, 1) s.t. c(t2) = p. Consider c|[t2,1] and
show ℓ(c) ≥ ℓ(c|[t2,1]) ≥ ℓ(γ).

Define b : [0, 1] → Bδ(0) ⊂ TpM s.t.

b(t) = exp−1
p (c(t)) ⇐⇒ c(t) = expp(b(t))

so b(t) is piecewise smooth curve in TpM . By our assumption, b(t) ̸= 0 for t > 0. Let r(t) = |b(t)| so

r : [0, 1] → R≥0

is piecewise C∞. We have r(t) > 0 for any t > 0. For t > 0

v(t) :=
b(t)

|b(t)|

so v : (0, 1] → TpM is piecewise C∞. Hence using Compatibility with the metric

⟨v(t), v(t)⟩ = 1 =⇒ ⟨v(t), v′(t)⟩ = 0
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Then for 0 < t ≤ 1

c(t) = expp(b(t)) = expp(r(t)v(t))

d

dt
c(t) = (d expp)b(t)(r

′(t)v(t) + r(t)v′(t))

| d
dt
c(t)|2 = ⟨(d expp)r(t)v(t)(r′(t)v(t) + r(t)v′(t)), (d expp)r(t)v(t)(r

′(t)v(t) + r(t)v′(t))⟩

= (r′(t))2⟨(d expp)r(t)v(t)(v(t)), (d expp)r(t)v(t)(v(t))⟩
+ 2r(t)r′(t)⟨(d expp)r(t)v(t)(v(t)), (d expp)r(t)v(t)(v′(t))⟩
+ (r(t))2⟨(d expp)r(t)v(t)(v′(t)), (d expp)r(t)v(t)(v′(t))⟩
= r′(t)2⟨v(t), v(t)⟩+ 2r(t)r′(t)⟨v(t), v′(t)⟩+ (r(t))2|(d expp)r(t)v(t)(v′(t))|2

= r′(t)2 + (r(t))2|(d expp)r(t)v(t)(v′(t))|2

where the last step uses Gauss Lemma (50). Hence

|dc(t)
dt

| =
√
r′(t)2 + (r(t))2|(d expp)r(t)v(t)(v′(t))|2 ≥ |r′(t)| ≥ r′(t)

so

ℓ(c) ≥
ˆ 1

0

|dc(t)
dt

|dt ≥
ˆ 1

ε

r′(t)dt = r(1)− r(ε)

for any ε > 0. Note lim
ε→0

r(ε) = 0 so using r(1) = |v0| = ℓ(γ) yields

ℓ(c) ≥ ℓ(γ)

Furthermore ℓ(c) = ℓ(γ) ⇐⇒ v′(t) = 0 and r′(t) ≥ 0. Then

v(t) =
v0
|v0|

is constant unit vector. Now

c(t) = expp(r(t)
v0
|v0|

) r′(t) ≥ 0 r(0) = 0 r(1) = 0

and
γ(t) = expp(tv0) c(0) = γ(0) = p c(1) = γ(1) = expp(v0) = q

hence
c([0, 1]) = γ([0, 1])

19.4 Killing Vector Fields

Let (M, g) be a Riemannian manifold with metric g. Let X ∈ X(M). Let p ∈ M and U ⊂ M be open
neighborhood of p. Let

φ : (−ε, ε)× U →M s.t. t 7→ φ(t, q) is trajectory of X passing through q at t = 0 ∀ q ∈ U (51)

Definition 19.4 (Killing Vector Field). X if called a Killing Vector Field if for each t0 ∈ (ε, ε), the mapping

φ(t0, ·) : U ⊂M →M is an isometry, i.e., φ(t0, ·)∗g = g ∀ t0 ∈ (−ε, ε)

Proposition 19.4 (Killing Equation). X ∈ X(M) is a Killing vector field iff

⟨∇YX,Z⟩+ ⟨∇ZX,Y ⟩ = 0 ∀ Y, Z ∈ X(M) (52)

Hence alternatively one has definition

Definition 19.5 (Killing Vector Field Equivalent Definition). Given Riemannian manifold (M, g). X ∈ X(M)
is Killing Field if the Lie-Derivative of the metric g w.r.t. X vanishes

LXg = 0

92



Proof. Let LXg = 0. Then

0 = LXg(Y,Z) = X(g(Y,Z))− g(LXY,Z)− g(Y, LXZ)

= X(g(Y,Z))− g([X,Y ], Z)− g(Y, [X,Z])

Note for ∇ Levi-Civita connection that is compatible with the metric

0 = X(g(Y,Z))− g(∇XY,Z)− g(Y,∇XZ) = ∇Xg(Y, Z)

and substitute using ‘symmetric’
∇Y Z −∇ZY = [Y,Z]

we conclude
0 = LXg(Y, Z) = ⟨∇YX,Z⟩+ ⟨∇ZX,Y ⟩

Proposition 19.5. Let X be a Killing vector field on a connected Riemannian Manifold M . If there exists
point q ∈M s.t.

X(q) = 0 and ∇YX(q) = 0 ∀ Y (q) ∈ TqM

Then X ≡ 0 identically vanishes.
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20 Curvature

20.1 Curvature on Smooth Vector Bundle

Let π : E →M be C∞ vector bundle over a C∞ manifold M . Let r = rank E and n = dimM . Let

∇ : Ω0(M,E) → Ω1(M,E) s 7→ ∇s

be smooth connection on E. For any X ∈ X(M) we know ∇Xs ∈ C∞(M,E)

Definition 20.1 (Curvature F∇). For any X, Y ∈ X(M) define R-linear map

F∇(X,Y ) : C∞(M,E) → C∞(M,E) s 7→ ∇X∇Y s−∇Y∇Xs−∇[X,Y ]s =: F∇(X,Y )s

Then

• F∇ is anti-symmetric F∇(X,Y ) = −F∇(Y,X) and

• (X,Y, s) 7→ F∇(X,Y )s is C∞(M)-linear in X, Y, s.

Linearity. Since F∇(X,Y ) = −F∇(Y,X) it suffices to show that for any X, Y ∈ X(M), for any s ∈ C∞(M,E)
for any f ∈ C∞(M)

(i) F∇(fX, Y )(s) = fF∇(X,Y )s

(ii) F∇(X,Y )(fs) = fF∇(X,Y ).

We check (i).

F∇(fX, Y )(s) = ∇fX∇Y s−∇Y∇fXs−∇[fX,Y ]s

= f∇X∇Y s−∇Y (f∇Xs)−∇f [X,Y ]−Y (f)Xs

= f∇X∇Y s− Y (f)∇Xs− f∇Y∇Xs− f∇[X,Y ]s+ Y (f)∇Xs

= f(∇X∇Y s−∇Y∇Xs−∇[X,Y ]s) = fF∇(X,Y )s

Remark 20.1. Since E∗ ⊗ E = End(E), for any X, Y ∈ X(M)

F∇(X,Y ) ∈ C∞(M,End(E))

On the other hand we write

F∇ : X(M)× X(M)× C∞(M,E) → C∞(M,E) (X,Y, s) 7→ F∇(X,Y )s

is C∞(M)-linear. Hence
F∇ ∈ C∞(M,T ∗M ⊗ T ∗M ⊗ E∗ ⊗ E)

Since F∇(X,Y ) = −F∇(X,Y ) we in fact have

F∇ ∈ C∞(M, (Λ2T ∗M)⊗ End(E)) = Ω2(M,End(E))

Definition 20.2 (Metric h on Smooth Vector Bundle). Let π : E →M be a C∞ vector bundle of rank r on a
C∞ manifold M .

(i) A metric on E is a C∞ section h ∈ C∞(M,Sym2E∗) such that for any p ∈M

h(p) : Ep × Ep → R

is an inner product on Ep.

(ii) We say a connection ∇ on E is compatible with h if for any X ∈ X(M) for any s, t ∈ C∞(M,E)

Xh(s, t) = h(∇Xs, t) + h(s,∇Xt)

for h(s, t) ∈ C∞(M).

Proposition 20.1 (Anti-Self adjoint). If ∇ is a connection on E → M compatible with a metric h. Then for
any X, Y ∈ X(M), the curvature F∇(X,Y ) ∈ C∞(M,End(E)) is anti-self adjoint.

h(F∇(X,Y )s, t) = −h(F∇(X,Y )t, s) = −h(s, F∇(X,Y )t) ∀ s, t ∈ C∞(M,E)
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Proof.

h(F∇(X,Y )s, t) + h(F∇(X,Y )t, s) = h(F∇(X,Y )(s+ t), (s+ t))− h(F∇(X,Y )s, s)− h(F∇(X,Y )t, t)

It suffices to show that

h(F∇(X,Y )s, s) = 0 ∀ X, Y ∈ X(M) ∀ s ∈ C∞(M,E)

so the RHS vanishes. But

h(F∇(X,Y )s, s) = h(∇X∇Y s, s)− h(∇Y∇Xs, s)− h(∇[X,Y ]s, s)

= Xh(∇Y s, s)− h(∇Y s,∇Xs)− Y h(∇Xs, s) + h(∇Xs,∇Y s)−
1

2
[X,Y ]h(s, s)

=
1

2
XY h(s, s)− 1

2
Y Xh(s, s)− 1

2
[X,Y ]h(s, s) = 0

Now let ∇ be an affine connection on a C∞ manifold M , i.e., ∇ is a connection on TM .

20.2 Riemannian Curvature and Riemannian Curvature Tensor

In the Riemannian setting, first consider F∇ curvature over E = TM over tangent bundle.

Definition 20.3 (Riemannian Curvature). For any X, Y ∈ X(M), define

R∇(X,Y ) : X(M) → X(M) s.t. R∇(X,Y )Z := −F∇(X,Y )Z = ∇Y∇XZ −∇X∇Y Z −∇[Y,X]Z (53)

Lemma 20.1. We have for X(M) = C∞(M,TM)

R∇ : X(M)× X(M)× X(M) → X(M) s.t. (X,Y, Z) 7→ R∇(X,Y )Z

is C∞(M)-linear in X, Y, Z.

R∇ ∈ Ω2(M,End(TM)) = C∞(M,Λ2T ∗M ⊗ T ∗M ⊗ TM) ⊂ C∞(M,TM ⊗ (T ∗M)⊗3)

where TM ⊗ (T ∗M)⊗3 = T 1
3M . Hence R∇ is (1, 3)-tensor on M .

Proposition 20.2 (First Bianchi Identity). If ∇ is a symmetric affine connection on M , i.e.,

∇XY −∇YX = [X,Y ] ∀ X, Y ∈ X(M)

Then
R∇(X,Y )Z +R∇(Y,Z)X +R∇(Z,X)Y = 0

Proof.

R∇(X,Y )Z +R∇(Y,Z)X +R∇(Z,X)Y = ∇Y∇XZ −∇X∇Y Z −∇[Y,X]Z

+∇Z∇YX −∇Y∇ZX −∇[Z,Y ]X

+∇X∇ZY −∇Z∇XY −∇[X,Z]Y

Now using that the connection is symmetric we reduce to

R∇(X,Y )Z +R∇(Y,Z)X +R∇(Z,X)Y = ∇Y [X,Z] +∇Z [Y,X] +∇X [Z, Y ]−∇[X,Z]Y −∇[Y,X]Z −∇[Z,Y ]X

= [Y, [X,Z]] + [Z, [Y,X]] + [X, [Z, Y ]] = 0

where we used Jacobi Indentity (9).

Now we define Riemannian Curvature Tensor using Riemannian Curvature.

Proposition 20.3 (Riemannian Curvature Tensor). Let (M, g) be a Riemannian manifold and let ∇ be the
Levi-Civita connection determined by g. Define

R : X(M)× X(M)× X(M)× X(M) → C∞(M) s.t. R(X,Y, Z, T ) := g(R∇(X,Y )Z, T ) (54)

Then R is a (0, 4)-tensor, i.e. R(X,Y, Z, T ) is C∞(M)-linear in X, Y, Z, T . Moreover
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(a) First Bianchi Identity holds

R(X,Y, Z, T ) +R(Y,Z,X, T ) +R(Z,X, Y, T ) = 0 (55)

(b) R ∈ C∞(M,Sym2(Λ2T ∗M)), i.e., for any X, Y, Z ∈ X(M)

(b1) R(X,Y, Z, T ) = −R(Y,X,Z, T ) anti-symmetric in first 2 coordinates.

(b2) R(X,Y, Z, T ) = −R(X,Y, T, Z) anti-symmetric in 2 coordinates.

(b3) R(X,Y, Z, T ) = R(Z, T,X, Y ) symmetric w.r.t. the 2 sets of coordinates.

(b1) and (b2) together gives R ∈ C∞(M,Λ2T ∗M ⊗ Λ2T ∗M). With (b3), R ∈ C∞ (M,Sym2
(
Λ2T ∗M

))
.

R is called the Riemannain Curvature Tensor of (M, g).

Proof. (b1) is clear from definition. That ∇ is compatible with g implies (b2). Assume (b1) and (b2) we derive
(b3) using elementary algebra.

Local Coordinates of Riemannian Curvature. Let (U, ϕ) be C∞ chart on M . Let (x1, · · · , xn) be local coordi-
nates on U . Let T be any (r, s)-tensor on M . Then locally on U , T takes the form (12)

T =
∑

1≤i1,··· ,ir≤n
1≤j1,··· ,js≤n

T i1,··· ,irj1,··· ,js
∂

∂xi1
⊗ · · · ⊗ ∂

∂xir
⊗ dxj1 ⊗ · · · ⊗ dxjs for T i1,··· ,irj1,··· ,js ∈ C∞(U)

For ∇ Levi-Civita connection. Write
g =

∑
i,j

gi,jdxidxj

where gij:=g( ∂
∂xi

, ∂
∂xj

) ∈ C∞(U). Recall we have Levi-Civita connection s.t.

∇ ∂
∂xi

∂

∂xj
=
∑
k

Γkij
∂

∂xk

where

Γℓij =
1

2

∑
k

gℓk (gik,j + gkj,i − gij,k) gℓj,i :=
∂

∂xi
gℓj

Define Rmijk ∈ C∞(U) by

R∇(
∂

∂xi
,
∂

∂xj
)
∂

∂xk
=
∑
m

Rmijk
∂

∂xm
(56)

On U , recall R∇ ∈ C∞(M,T 1
3M)

R∇ =
∑
i,j,k,m

Rmijkdxi ⊗ dxj ⊗ dxk ⊗
∂

∂xm

as (1, 3)-tensor. Using definition (53)

R∇(
∂

∂xi
,
∂

∂xj
)
∂

∂xk
= ∇ ∂

∂xj

∇ ∂
∂xi

∂

∂xk
−∇ ∂

∂xi

∇ ∂
∂xj

∂

∂xk
−∇[ ∂

∂xi
, ∂
∂xj

]

∂

∂xk

where by computations

∇ ∂
∂xj

∇ ∂
∂xi

∂

∂xk
= ∇ ∂

∂xj

(
∑
ℓ

Γℓik
∂

∂xℓ
)

=
∑
ℓ

∂

∂xj
Γℓik

∂

∂xℓ
+
∑
ℓ

Γℓik∇ ∂
∂xj

∂

∂xℓ

=
∑
m

(
∂

∂xj
Γmik +

∑
ℓ

ΓℓikΓ
m
jℓ

)
∂

∂xm

∇ ∂
∂xi

∇ ∂
∂xj

∂

∂xk
= ∇ ∂

∂xi

(∑
ℓ

Γℓjk
∂

∂xℓ

)

=
∑
ℓ

∂

∂xi
Γℓjk

∂

∂xℓ
+
∑
ℓ

Γℓjk∇ ∂
∂xi

∂

∂xℓ

=
∑
m

(
∂

∂xi
Γmjk +

∑
ℓ

ΓℓjkΓ
m
iℓ

)
∂

∂xm

∇[ ∂
∂xi

, ∂
∂xj

]

∂

∂xk
= 0
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Hence we have local coordinate representations

Rmijk :=
∂

∂xj
Γmik −

∂

∂xi
Γmjk +

∑
ℓ

ΓℓikΓ
m
jℓ −

∑
ℓ

ΓℓjkΓ
m
iℓ (57)

Local Coordinates of Riemannian Curvature Tensor. For (U, ϕ) with ϕ = (x1, · · · , xn) and

g =
∑
ij

gij dxidxj

with Γkij Christoffel symbols (46). On U , since R ∈ C∞(M,T 0
4M) is (0, 4)-tensor

R =

n∑
i,j,k,ℓ=1

Ri,j,k,ℓdxi ⊗ dxj ⊗ dxk ⊗ dxℓ

and using Definition (54)

Ri,j,k,ℓ := R(
∂

∂xi
,
∂

∂xj
,
∂

∂xk
,
∂

∂xℓ
) = g(R∇(

∂

∂xi
,
∂

∂xj
)
∂

∂xk
,
∂

∂xℓ
)

= g(
∑
m

Rmijk
∂

∂xm
,
∂

∂xℓ
) =

∑
m

Rmijkgmℓ ∈ C∞(U)

Moreover, using Proposition 20.3

(a) Rijkℓ +Rjkiℓ +Rkijℓ = 0.

(b) Rijkℓ = −Rjikℓ = −Rijℓk = Rkℓij .

Example 20.1. For dimM = 1 then

R = R1111(dx1 ⊗ dx1 ⊗ dx1 ⊗ dx1)

But this immediately implies R1111 ≡ 0 via Bianchi identity. Hence for dimM = 1, R = R∇ = 0.

20.3 Sectional Curvature

In general, an inner product on a vector space V ∼= Rn induces an inner product on Λ2V as follows. If
{e1, · · · , en} ⊂ V is an ONB, then

{ei ∧ ej | 1 ≤ i < j ≤ n}

is an ONB of Λ2V .

Definition 20.4 (Sectional Curvature). Let (M, g) be Riemannian manifold with R Riemannian curvature
(0, 4) tensor. Let p ∈ M , let σ be the 2 dim subspace of TpM , i.e., σ ∈ Gr(2, TpM). We define the sectional
curvature of σ to be

K(p, σ) :=
R(p)(x, y, x, y)

|x ∧ y|2
(58)

where x, y is any basis of σ and
|x ∧ y|2 = ⟨x, x⟩⟨y, y⟩ − ⟨x, y⟩2

Alternatively, one may define
K(p, σ) := R(p)(e1, e2, e1, e2)

where e1, e2 is an orthonormal basis of σ. Then K(p, σ) ∈ R is well-defined independent of choice of x, y, e1, e2.

Remark 20.2. Given σ ⊂ TpM 2-dim subspace, let e1, e2 be orthonormal basis and x, y any basis. If

x = ae1 + be2

y = ce1 + de2 ad− bc ̸= 0

=⇒ R(p)(x, y, x, y) = (ad− bc)2R(p)(e1, e2, e1, e2)

|x ∧ y|2 = (ad− bc)2
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Theorem 20.1. The Riemannian curvature tensor R on a Riemannian manifold (M, g) is determined by its
sectional curvature K(p, σ) for any p ∈M and for any σ ∈ Gr(2, TpM), i.e.

{R(X,Y, Z, T ) | X, Y, Z, T ∈ X(M)}

is determined by
{R(X,Y,X, Y ) | X, Y ∈ X(M)}

Proof. Follows from the following lemma in linear algebra 20.2.

Lemma 20.2 (Linear Algebra). Let V be an inner product space over R where dimR V = n, e.g. V = TpM .
Suppose that we have two maps r, r′ ∈ (V ∗)⊗4

r, r′ : V × V × V × V → R (x, y, z, t) 7→ r(x, y, z, t), r′(x, y, z, t)

R-linear in x, y, z, t and both satisfy

(a) Bianchi identity r(x, y, z, t) + r(y, z, x, t) + r(z, x, y, t) = 0

(b) r ∈ Sym2(Λ2V ∗), i.e.

(b1) r(x, y, z, t) = −r(y, x, z, t).
(b2) r(x, y, z, t) = −r(x, y, t, z).
(b3) r(z, t, x, y) = r(x, y, z, t).

Define K, K ′ : Gr(2, V ) → R s.t.

K(σ) =
r(x, y, x, y)

|x ∧ y|2

K ′(σ) =
r′(x, y, x, y)

|x ∧ y|2

If K = K ′, then r = r′.

Proof. Let ∆ = r − r′ ∈ (V ∗)⊗4 then ∆ satisfies (a) and (b1) - (b3) and

∆(x, y, x, y) = 0 ∀ x, y ∈ V

We claim that
∆(x, y, z, t) = 0 ∀ x, y, z, t ∈ V

Indeed for any x, y, z ∈ V we have

2∆(x, y, z, y) = ∆(x, y, z, y) + ∆(z, y, x, y)

= ∆(x+ z, y, x+ z, y)−∆(x, y, x, y)−∆(z, y, z, y) = 0

Hence
∆(x, y, z, y) = 0 ∀ x, y, z ∈ V

Now for any x, y, z, t ∈ V

0 = ∆(x, y + t, z, y + t)−∆(x, y, z, y)−∆(x, t, z, t)

= ∆(x, y, z, t) + ∆(x, t, z, y)

= ∆(x, y, z, t) + ∆(z, y, x, t)

= ∆(x, y, z, t)−∆(y, z, x, t)

using Bianchi we have

0 = ∆(x, y, z, t) + ∆(y, z, x, t) + ∆(z, x, y, t) = 3∆(x, y, z, t)

Definition 20.5. We say (M, g) have constant sectional curvature K0 if for any p ∈M for any σ ∈ Gr(2, TpM)

K(p, σ) = K0

Theorem 20.2. (M, g) has constant sectional curvature iff

R(X,Y, Z, T ) = K0(g(X,Z)g(Y, T )− g(X,T )g(Y,Z))
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Proof. Define the RHS to be K0R0(X,Y, Z, T ) then for any e1, e2 orthonormal vectors

R0(e1, e2, e1, e2) = g(e1, e2)g(e1, e2)− g(e1, e2)
2 = 1 · 1− 02 = 1

Hence
R0(X,Y, Z, T ) = g(X,Z)g(Y, T )− g(X,T )g(Y,Z)

satisfies (a) and (b1) - (b3).

Definition 20.6 (Flat). We say a Riemannian manifold (M, g) is flat if it has constant sectional curvature 0.
This is equivalent to saying Riemannian curvature tensor R ≡ 0 due to Lemma 20.2.

Example 20.2. (Rn, g0 = dx21 + · · · dx2n) is flat since Γkij = 0 =⇒ Rℓijk = 0.

Example 20.3 (Riemannian Curvature Tensor and Sectional Curvature at n = 2). For Riemannian manifold
(M, g) with dimM = 2. Let (U, ϕ) be C∞ chart on M and let (x1, x2) be coordinates on U . On U

g =

2∑
i,j=1

gijdxidxj = g11dx
2
1 + 2g12dx1dx2 + g22dx

2
2

We have Riemannian Curvature Tensor

R =

2∑
i,j,k,ℓ=1

Rijkℓdxi ⊗ dxj ⊗ dxk ⊗ dxℓ

= R1212dx1 ⊗ dx2 ⊗ dx1 ⊗ dx2 +R2112dx2 ⊗ dx1 ⊗ dx1 ⊗ dx2 +R1221dx1 ⊗ dx2 ⊗ dx2 ⊗ dx1 +R2121dx2 ⊗ dx1 ⊗ dx2 ⊗ dx1

= R1212(dx1 ⊗ dx2 − dx2 ⊗ dx1)⊗ (dx1 ⊗ dx2 − dx2 ⊗ dx1)

= R1212(dx1 ∧ dx2)⊗ (dx1 ∧ dx2)

The only 2-dim subspace of TpM is itself. So sectional curvature

K :M → R s.t. K(p) = K(p, TpM) ∀ p ∈M

has

K =
R( ∂

∂x1
, ∂
∂x2

, ∂
∂x1

, ∂
∂x2

)

| ∂
∂x1

∧ ∂
∂x2

|2
=

R1212

g11g22 − g212

Example 20.4. Consider (S2, gcan = dϕ2 + sin2 ϕdθ2) for (ϕ, θ) = (x1, x2). Recall Example 18.2

g11 = 1, g22 = sin2 ϕ g12 = g21 = 0

Where

∇ ∂
∂ϕ

∂

∂ϕ
= 0

∇ ∂
∂ϕ

∂

∂θ
= ∇ ∂

∂θ

∂

∂ϕ
= cot(ϕ)

∂

∂θ

∇ ∂
∂θ

∂

∂θ
= − sin(ϕ) cos(ϕ)

∂

∂ϕ

We want to compute

K =
R1212

g11g22 − g212
=

R1212

sin2(ϕ)

In particular

R1212 = ⟨R( ∂
∂ϕ

,
∂

∂θ
)
∂

∂ϕ
,
∂

∂θ
⟩

= ⟨∇ ∂
∂θ
∇ ∂

∂ϕ

∂

∂ϕ
−∇ ∂

∂ϕ
∇ ∂

∂θ

∂

∂ϕ
,
∂

∂θ
⟩

= −⟨∇ ∂
∂ϕ

(cot(ϕ)
∂

∂θ
),
∂

∂θ
⟩

= −⟨− csc2 ϕ
∂

∂θ
+ cotϕ∇ ∂

∂ϕ

∂

∂θ
,
∂

∂θ
⟩

= −⟨− csc2(ϕ)
∂

∂θ
+ cot2(ϕ)

∂

∂θ
,
∂

∂θ
⟩

= ⟨ ∂
∂θ
,
∂

∂θ
⟩ = g22 = sin2(ϕ)

Hence K = 1.
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20.4 Ricci Curvature and Scalar Curvature

Definition 20.7 (Ricci Curvature). First define a symmetric (0, 2)-tensor Q onM . For any p ∈M , x, y ∈ TpM
and e1, · · · , en ONB of TpM

Q(p)(x, y) := Tr (v ∈ TpM 7→ R(p)(x, v)y ∈ TpM)

=

n∑
i=1

⟨R(p)(x, ei)y, ei⟩ =
n∑
i=1

R(p)(x, ei, y, ei) =

n∑
i,j=1

R(p)(x,
∂

∂xi
(p), y,

∂

∂xj
(p))gij(p) (59)

Proof for Last Equality of (59). The last equality follows by using computations

∂

∂xi
=
∑
k

aikek
∂

∂xj
=
∑
ℓ

ajℓeℓ

and gij as

gij = ⟨
∑
k

aikek,
∑
ℓ

ajℓeℓ⟩ =
∑
kℓ

aikajℓ⟨ek, eℓ⟩ =
n∑
k=1

aikajk

g = aaT

g−1 = (aT )−1a−1

Hence

n∑
i,j=1

R(p)(x,
∂

∂xi
, y,

∂

∂xj
)gij =

n∑
i,j=1

R(p)(x,
∑
k

aikek, y,
∑
ℓ

ajℓeℓ)g
ij =

∑
k,ℓ

R(p)(x, ek, y, eℓ)
n∑

i,j=1

aikg
ijajℓ

=
∑
k,ℓ

R(p)(x, ek, y, eℓ)(a
T g−1a)kℓ =

∑
k,ℓ

R(p)(x, ek, y, eℓ)(a
Ta−Ta−1a)kℓ

=
∑
k,ℓ

R(p)(x, ek, y, eℓ)δkℓ =

n∑
k=1

R(p)(x, ek, y, ek)

We also make the claim that Q ∈ C∞(M,Sym2T ∗M) is symmetric tensor.

Proof. Using (b3) Rijkℓ = Rkℓij we indeed verify Q is symmetric

Q(p)(x, y) =

n∑
i=1

R(p)(x, ei, y, ei) =

n∑
i=1

R(p)(y, ei, x, ei)

= Q(p)(y, x)

Hence the coefficients of Q writes

Rij := Q(
∂

∂xi
,
∂

∂xj
) =

n∑
k=1

⟨R(p)( ∂

∂xi
, ek)

∂

∂xj
, ek⟩

=

n∑
k,ℓ=1

R(p)(
∂

∂xi
,
∂

∂xk
(p),

∂

∂xj
,
∂

∂xℓ
(p))gkℓ(p) =

∑
k,ℓ

Rikjℓg
kℓ

On U

Q =

n∑
i,j=1

Rijdxi ⊗ dxj

=
∑
i,j

Rijdxidxj

Here Rij = Rji and dxidxj =
1
2 (dxi ⊗ dxj + dxj ⊗ dxi). We define Ricci Curvature Tensor as

Ric :=
1

n− 1
Q =

1

n− 1

∑
i,j

Rij dxidxj ∈ C∞(M,Sym2T ∗M)
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Indeed the coefficients of Ric in local coordinates write

Ricij := Ric(
∂

∂xi
,
∂

∂xj
) =

1

n− 1
Rij =

1

n− 1

n∑
k=1

Rkikj =
1

n− 1

n∑
k,ℓ=1

Rikjℓg
kℓ

Remark 20.3. Why do we normalize by 1
n−1? If (M, g) has constant sectional curvature K0, then

R(X,Y, Z, T ) = K0(g(X,Z)g(Y, T )− g(X,T )g(Y, Z))

Rijkℓ = K0(gikgjℓ − giℓgjk)

Rik =
∑
j,ℓ

Rijkℓg
jℓ = K0

∑
ℓ

gik
∑
j

gjℓgjℓ −
∑
ℓ

giℓ
∑
j

gjkg
jℓ


= K0

(
gjk
∑
ℓ

δℓℓ −
∑
ℓ

giℓδ
ℓ
k

)
= K0 (gikn− gik) = (n− 1)K0gik

Hence Q = (n− 1)K0g and Ric = K0g.

Definition 20.8 (Scalar Curvature). Let (M, g) be Riemannian manifold. For any p ∈M , define a linear map

K(p) : TpM → TpM s.t. ⟨K(p)(x), y⟩ = Qp(x, y) ∀ x, y ∈ TpM

The (1, 1)-tensor K is self-adjoint at each point p ∈M , i.e.

⟨K(p)(x), y⟩ = ⟨x,K(p)(y)⟩ ∀ x, y ∈ TpM

Taking an orthonormal basis {e1, · · · , en} of TpM , we compute the Trace

Tr(K(p)) =
∑
i

⟨K(p)(ei), ei⟩ =
∑
i

Q(p)(ei, ei)

=

n∑
i,j=1

R(p)(ei, ej , ei, ej) = (n− 1)
∑
i

Ric(p)(ei, ei)

Then we define scalar curvature S ∈ C∞(M)

S(p) :=
1

n

∑
i

Ric(p)(ei, ei) =
1

n

∑
ij

Ricijg
ij =

1

n(n− 1)
Tr(K(p))

=
1

n(n− 1)

∑
ij

Rijg
ij

=
1

n(n− 1)

∑
i,j,k

Rkikjg
ij

=
1

n(n− 1)

∑
i,j,k,ℓ

Rijkℓg
ikgjℓ

Example 20.5. When (M, g) has constant sectional curvature K0

Ric = K0g

S =
1

n

∑
i,j

Ricijg
ij =

1

n

∑
i,j

K0gijg
ij = K0

Example 20.6. For dimM = 2,

R = R1212(dx1 ∧ dx2)⊗ (dx1 ∧ dx2)

Ric =
R1212

g11g22 − g212
g = Kg

S =
R1212

g11g22 − g212
= K

We carry out the calculation

S =
1

2

(
R1212g

11g22 +R2112g
21g12 +R1221g

12g21 +R2121g
22g11

)
=

1

2

(
R1212g

11g22 −R1212g
21g12 −R1212g

12g21 +R1212g
22g11

)
= R1212g

11g22 −R1212(g
12)2 =

R1212

g11g22 − g212
= K
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21 Covariant Derivative of Tensors

Proposition 21.1 (Covariant Derivative on Tensor). Consider an affine connection ∇ on C∞ manifold M .
Given X ∈ X(M)

∇X : X(M) → X(M) Y 7→ ∇XY

defined on (1, 0)-tensors. Then ∇X has a unique extension ∇X : C∞(M,T rsM) → C∞(M,T rsM) to any (r, s)-
tensors s.t.

(i) ∇X is R-linear.

(ii) ∇X(c(S)) = c(∇XS) for any c contraction.

(iii)
∇X(S ⊗ T ) = ∇XS ⊗ T + S ⊗∇XT

Proof. For (0, 0)-tensor, for any f ∈ C∞(M) and Y ∈ X(M), we need

∇X(fY ) = X(f)Y + f∇XY

∇X(fY ) = ∇X(f ⊗ Y ) = (∇Xf)⊗ Y + f ⊗∇XY

= (∇Xf)Y + f∇XY

=⇒ ∇Xf = X(f)

For (0, 1)-tensors, for any α ∈ Ω1(M), Y ∈ X(M)

X(α(Y )) = ∇X(α(Y )) = ∇X(c(α⊗ Y )) = c(∇X(α⊗ Y ))

= c((∇Xα)⊗ Y + α⊗∇XY )

= (∇Xα)(Y ) + α(∇XY )

=⇒ (∇Xα)(Y ) = X(α(Y ))− α(∇XY ) (60)

It is good to compare with Lie Derivative

(LXα)(Y ) = X(α(Y ))− α(LXY )

Now for any (r, s)-tensor, for T (0, s)-tensor, Y1, · · · , Yr ∈ X(M)

(∇XT )(Y1, · · · , Ys) = X(T (Y1, · · · , Ys))−
s∑
i=1

T (Y1, Y2, · · · , Yi−1,∇XYi, Yi+1, · · · , Ys) (61)

again, compare with Lie Derivative as in Lemma 11.6

(LXT )(Y1, · · · , Ys) = X(T (Y1, · · · , Ys))−
s∑
i=1

T (Y1, Y2, · · · , Yi−1, [X,Yi], Yi+1, · · · , Ys)

Definition 21.1 (Covariant Derivative of (r, s)-tensor).

∇ : C∞(M,T rsM) → C∞(M,T rs+1M) T 7→ ∇T

s.t. for any X1, · · · , Xs+1 ∈ X(M) we have

(∇T )(X1, · · · , Xs, Xs+1) = (∇Xs+1T )(X1, · · · , Xs) (62)

and ∇Xs+1 satisfies (i) - (iii) as in Proposition 21.1. Note we have (r, s + 1)-tensor on LHS and (r, s)-tensor
on RHS.

Theorem 21.1 (2nd Bianchi Identity). Let (M, g) be Riemannian manifold. Let R be Riemannian curvature
tensor (0, 4)-tensor. Apply ∇ Levi-Civita connection so that ∇R is (0, 5)-tensor with

∇R(X,Y, Z, T,W ) +∇R(X,Y, T,W,Z) +∇R(X,Y,W,Z, T ) = 0

Definition 21.2 (Locally Symmetric Space). Let (M, g) be Riemannian manifold. Let ∇ be the Levi-Civita
connection on M . M is locally symmetric space if

∇R = 0 for R Riemannian curvature tensor (54) of M
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Proposition 21.2 (Locally Symmetric Space). Let (M, g) be be Riemannian manifold.

1. Let M be locally symmetric space and

γ : [0, ℓ) →M be geodesic of M

For any X, Y, Z parallel vector fields along γ

R(X,Y )Z is also a parallel vector field along γ

2. If M is locally symmetric, connected, and dimM = 2, then M has constant sectional curvature.

3. If M has constant sectional curvature, then M is locally symmetric space.

Local Coordinates. Consider an affine ∇ connection on a C∞ manifold M with (U, ϕ) ϕ = (x1, · · · , xn) C∞

chart.

∇ ∂
∂xi

∂

∂xj
=
∑
k

Γkij
∂

∂xk

for Γkij ∈ C∞(U). For cotangent bundle

∇ ∂
∂xi

dxj =
∑
k

(
∇ ∂

∂xi

dxj

)
(
∂

∂xk
)dxk

Where for α ∈ Ω1(M), α = aidxi and ai = α( ∂
∂xi

). We have(
∇ ∂

∂xi

dxj

)
(
∂

∂xk
) =

∂

∂xi

(
dxj(

∂

∂xk
)

)
− dxj

(
∇ ∂

∂xi

∂

∂xk

)
= −Γjik

where

dxj(
∂

∂xk
) = δjk ∇ ∂

∂xi

∂

∂xk
=
∑
ℓ

Γℓik
∂

∂xℓ

Hence for T (r, s)-tensor with ei =
∂
∂xi

, ej = dxj we have

∇eiej = Γkijek ∇eie
j = −Γjike

k (63)

For general (r, s)-tensors we write in local coordinates

T = T i1,··· ,irj1,··· ,js ei1 ⊗ · · · ⊗ eir ⊗ ej1 ⊗ · · · ⊗ ejs

where T i1,··· ,irj1,··· ,js ∈ C∞(U). So ∇T ∈ C∞(M,T rs+1M) is (r, s+ 1)-tensor with

∇T = (∇T )i1,··· ,irj1,··· ,js+1
ei1 ⊗ · · · ⊗ eir ⊗ ej1 ⊗ · · · ⊗ ejs ⊗ ejs+1

Define
T i1,··· ,irj1,··· ,js;k := (∇T )i1,··· ,irj1,··· ,js,k = (∇ekT )

i1,··· ,ir
j1,··· ,js

We want to express
T i1,··· ,irj1,··· ,js;k

in terms of T i1,··· ,irj1,··· ,js and Γkij . Using Leibniz rule for Covariant Derivative (61)

∇ekT = ∇ek

(
T i1,··· ,irj1,··· ,js ei1 ⊗ · · · ⊗ eir ⊗ ej1 ⊗ · · · ⊗ ejs

)
= ek

(
T i1,··· ,irj1,··· ,js

)
ei1 ⊗ · · · ⊗ eir ⊗ ej1 ⊗ · · · ⊗ ejs

+

r∑
α=1

T i1,··· ,irj1,··· ,js ei1 ⊗ · · · ⊗ eiα−1
⊗∇keiα ⊗ eiα+1

⊗ · · · ⊗
(
ej1 ⊗ · · · ⊗ ejs

)
+

s∑
β=1

T i1,··· ,irj1,··· ,js (ei1 ⊗ · · · ⊗ eir )⊗ ej1 ⊗ · · · ⊗ ejβ−1 ⊗∇ke
jβ ⊗ ejβ+1 ⊗ · · · ⊗ ejs

Then we switch ∇keiα = Γℓkiαeℓ and ∇ke
jβ = −Γ

jβ
kℓe

ℓ as in (63) so

∇ekT

=
(
ek(T

i1,··· ,ir
j1,··· ,js ) + ΓiαkℓT

i1,··· ,iα−1,ℓ,iα+1,···ir
j1,··· ,js − Γℓk,jβT

i1,··· ,ir
j1,··· ,jβ−1,ℓ,jβ+1,··· ,js

)
ei1 ⊗ · · · ⊗ eir ⊗ ej1 ⊗ · · · ⊗ ejs
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Hence we have formula

T i1,··· ,irj1,··· ,js;k = ek(T
i1,··· ,ir
j1,··· ,js ) +

r∑
ℓ,α

ΓiαkℓT
i1,··· ,iα−1,ℓ,iα+1,···ir
j1,··· ,js −

s∑
ℓ,β

Γℓk,jβT
i1,··· ,ir
j1,··· ,jβ−1,ℓ,jβ+1,··· ,js (64)

where ek = ∂
∂xk

.

Lemma 21.1. Let ∇ be affine connection on a smooth manifold M . Then ∇ is symmetric iff for any f ∈
C∞(M), the (0, 2)-tensor ∇df is symmetric, i.e.

(∇df)(X,Y ) = (∇df)(Y,X) ∀ X, Y ∈ X(M)

Proof. Using (60), since df ∈ Ω1(M) for any f ∈ C∞(M), for any X, Y ∈ X(M), using Definition (62)

(∇df)(Y,X) := ∇Xdf(Y ) = X(df(Y ))− df(∇XY )

= X(Y (f))− (∇XY )(f)

Now assume ∇ is symmetric.

(∇df)(Y,X) = X(Y (f))− (∇XY )(f) = X(Y (f))− ((∇YX)(f)− [Y,X](f))

= X(Y (f))−X(Y (f)) + Y (X(f))− (∇YX)(f)

= Y (X(f))− (∇YX)(f) = (∇df)(X,Y )

On the other hand assume (∇df)(Y,X) = (∇df)(X,Y ). Then

0 = (∇df)(Y,X)− (∇df)(X,Y ) = (X(Y (f))− (∇XY )(f))− (Y (X(f))− (∇YX)(f))

= [X,Y ](f) +∇YX(f)−∇XY (f) ∀ f ∈ C∞(M)

For (M, g) Riemannian manifold with ∇ Levi-Civita connection.

Lemma 21.2. ∇ is compatible with g implies

(∇g)(X,Y, Z) = (∇Zg)(X,Y ) = Z(g(X,Y ))− g(∇ZX,Y )− g(X,∇ZY ) = 0 ∀ X, Y, Z ∈ X(M)

=⇒ ∇g = 0

gij;k = 0 ∀ i, j, k

as an answer to (40).

In fact, for f ∈ X(M), we denote

f;i = ei(f) =
∂f

∂xi

and

∇f = f;ie
i =

∑
i

∂f

∂xi
dxi = df

Definition 21.3 (Gradient). For f ∈ C∞(M), we define vector field gradf ∈ X(M) s.t.

g (gradf,X) = df(X) = X(f)

with gradf =
∑
j(gradf)

jej, then

f;j = ej(f) = df(ej) = ⟨gradf, ej⟩ =
∑
i

(gradf)igij

Therefore

df = f;ie
i =

∑
i

∂f

∂xi
dxi

gradf = f i; ei =
∑
i,j

gij
∂f

∂xj

∂

∂xi
(65)

where f i; = gijf;j.

104



Definition 21.4 (Divergence). For Y ∈ X(M) (1, 0)-tensor, we define smooth function divY ∈ C∞(M) s.t.

div(Y )(p) = Tr (v ∈ TpM 7→ ∇vY ∈ TpM) = c(∇Y )

For Y = Y iei, ∇Y = Y i;jei ⊗ ej where Y i;j = ej(Y
i) + ΓijkY

k as in (64). Therefore

div(Y ) = Y i;i = ei(Y
i) + ΓiikY

k =
∑
i

∂

∂xi
Y i +

n∑
i,k=1

ΓiikY
k (66)

Lemma 21.3. Given Y ∈ X(M) and divY as in (66)

divY =
1√

det(g)

∑
i

∂

∂xi

(√
det(g)Y i

)
(67)

Proof. Using Jacobi’s Formula
∂

∂xi
(det(g)) = det(g)Tr(g−1 ∂g

∂xi
)

We look at

n∑
i=1

Γiik =
1

2

n∑
i=1

n∑
j=1

gij(gij,k + gkj,i − gik,j) =
1

2

n∑
i,j=1

gij
∂

∂xk
gij +

1

2

∑
ij

gijgkj,i − gjigjk,i


=

1

2

n∑
i,j=1

gij
∂

∂xk
gij =

1

2
Tr(g−1 ∂

∂xk
g) =

1

2

1

det(g)

∂

∂xk
(det(g))

=
1

2

∂

∂xk
log(det(g)) =

∂

∂xk
log(

√
det(g)) =

1√
det(g)

∂

∂xk

(√
det(g)

)
Hence

div(Y ) =
∑
i

∂

∂xi
Yi +

∑
i,k

ΓiikY
k

=
∑
k

∂

∂xk
Yk +

∑
k

1√
det(g)

∂

∂xk

(√
det(g)

)
Y k

=
1√

det(g)

∑
i

∂

∂xi

(√
det(g)Y i

)

Definition 21.5 (Hessian). For f ∈ C∞(M), define (0, 2)-tensor Hessf ∈ C∞(M,T 0
2M)

Hess(f) = ∇∇f = ∇df

hence Hessf ∈ C∞(M,Sym2T ∗M) symmetric (0, 2)−tensor s.t.

Hess(f)(X,Y ) = (∇df)(X,Y ) = (∇Y df)(X) = Y (df(X))− df(∇YX)

= Y X(f)− (∇YX)f

= XY (f)− (∇XY )f

= Hess(f)(Y,X)

Where ∇XY −∇YX = [X,Y ] and we’ve used ∇ compatibility with the metric. Define f;ij s.t.

∇∇f = ∇df = ∇(f;ie
i) =

∑
i,j

f;ije
i ⊗ ej

so one may calculate

f;ij = ej(f;i)− Γkijfk =
∑
i,j

∂f

∂xi∂xj
−
∑
k

Γkij
∂f

∂xk
(68)

105



Definition 21.6 (Laplacian). For f ∈ C∞(M), define smooth function ∆f ∈ C∞(M) s.t.

∆f := div(gradf) = div(f i; ei) = f i; i = f;ijg
ij

For ei =
∂
∂xi

we have

∆f =
∑
i,j

gij

(
∂∂f

∂xi∂xj
−
∑
k

Γkij
∂f

∂xk

)
For gij = δij we recover

∆f =
∑
i

∂2f

∂xi2

Lemma 21.4. In local coordinates, for f ∈ C∞(M)

∆f =
1√

det(g)

n∑
i,j=1

∂

∂xi

(√
det(g)gij

∂f

∂xj

)
(69)

Proof. Using ∆f = div(gradf) where

gradf =
∑
ij

gij
∂f

∂xj

∂

∂xi

plugging in (69) we have the result.
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